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ABSTRACT 

 

The scheduling of functional coordination compounds aims to allocate limited resources to optimize one or more 

performance indicators within a constrained time frame. Traditional research in scheduling has predominantly 

relied on deterministic mathematical models, leading to a significant gap between theoretical and practical 

production scheduling. To address this, we propose a novel method for optimal sequence scheduling in the 

coordination assembly of functional coordination compounds using fuzzy numbers to represent uncertain 

demands and capacities. In this paper, a fuzzy mixed-integer linear programming (MILP) model and parameter 

programming framework are established, and a coordination process model is developed based on the extended 

state task network (ESTN). Heuristic algorithms and scatter search are also investigated for the scheduling 

procedure. Simulation results show that the suggested strategy offers significant practical utility while 

overcoming the drawbacks of traditional approaches. 
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INTRODUCTION 

 

Originating in inorganic chemistry, coordination chemistry is a highly interdisciplinary field that has spread its 

influence throughout several scientific domains. Physical chemistry, organic chemistry, analytical chemistry, and 

polymer chemistry concepts are all integrated and bridged by it. Additionally, it expands its study intersections and 

applications into physics, biology, life sciences, and material science, weaving a complex web of interrelated fields. 

Because of its interdisciplinary character, coordination chemistry can solve challenging issues and push the envelope of 

conventional thinking, resulting in the creation of materials and molecules with specific qualities for a range of uses. 

Traditional methods rely on self-assembly processes to synthesize metal-organic complexes. By creating bonds with 

organic ligands that function as molecular linkers, metal ions operate as coordination centres in these techniques. A 

number of crucial elements, such as the ligand selection, the characteristics of the central metal ion, solvent conditions, 

and reactant ratios, are crucial to the design and successful synthesis of such compounds. Each of these elements has 

the potential to significantly affect the final molecule structure and function. It is frequently difficult to reach a goal 

structure, necessitating thorough evaluation of these and other factors, as well as how they interact during the synthesis 

process. 

 

The synthesis process itself has an equally significant role in determining the processes and results of reactions. 

Different approaches may result in different reaction paths, which could give the synthesized materials different 

structural and functional characteristics. This study presents a novel method for optimizing sequence scheduling in the 

coordination assembly of functional coordination compounds, taking into account these difficulties. This approach 

provides a more adaptable and realistic modelling framework by using fuzzy numbers to handle demand and capacity 

concerns. The extended state task network (ESTN), which provides an organized depiction of tasks and resource 

distributions, serves as the foundation for the study's innovative coordination process model. To further enhance 

scheduling, the study uses parameter programming and fuzzy mixed-integer linear programming (MILP) models. To 

improve scheduling and get beyond the drawbacks of conventional methods, sophisticated algorithms are used, such as 

scatter search and heuristic techniques. By bridging the gap between theoretical models and real-world applications, the 

suggested methodology shows promise for revolutionizing coordination compound assembly through notable gains in 

efficiency and performance. 
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SYNTHESIS METHODS FOR FUNCTIONAL COORDINATION COMPOUNDS 

 

A. Solution Growth Method 

One popular old approach for creating coordination compounds, especially crystals, is the solution growth method. 

Using this technique, metal ions and organic ligands are dissolved in a solvent at precisely regulated molar ratios. The 

solution becomes supersaturated as the solvent evaporates or its conditions alter, which causes crystals to gradually 

precipitate. Despite its ease of use, the process necessitates careful control over a number of crucial variables to 

guarantee the production of crystals of superior quality with few imperfections. 

 

Following Factors Influencing the Solution Growth Method: 

1. Material Ratios: The quality and size of the resultant crystals are greatly influenced by the molar ratio of the 

metal to the ligand in the solution. Crystallization happens quickly if the reactant concentration is too high. Due to 

the system's insufficient time for proper lattice creation, this rapid process frequently produces smaller crystal 

particles and a higher probability of contaminants. 

2. Solvent Volatility: Care must be taken to balance the ligand's solubility in the solvent. While too low solubility 

may prevent reactants from dissolving and reduce reaction efficiency, too high solubility makes it difficult to 

produce crystallization. For regulated evaporation and supersaturation, a solvent with moderate volatility is 

suitable. 

3. Control of Supersaturation: The formation of well-formed crystals depends on maintaining the proper level of 

supersaturation. To do this, a number of strategies can be used: 

 Temperature Adjustment: The solution can be heated or cooled to encourage or prevent crystal 

development by taking advantage of the temperature dependency of solubility. This technique works 

especially well in systems where temperature has a substantial impact on solubility. 

 Solvent Removal: By progressively removing the solvent, techniques such as electrolysis or evaporation 

can raise the solute concentration and push the solution closer to supersaturation. 

 Controlling Reaction Rates: A constant and slow reaction is ensured by carefully regulating the rate at 

which ligands or metal ions are added to the solution. This encourages the orderly development of crystals 

and avoids unexpected precipitation. For instance, maintaining the concentration gradient by the regulated 

introduction of ligands promotes a slow reaction and lowers the likelihood of impurity production. 

 

Because of its versatility and efficiency in creating crystals of different sizes and compositions, the solution growth 

method is still a basic strategy in coordination chemistry. Its effectiveness, however, is largely dependent on exact 

control over the previously listed elements, which makes it a simple yet extremely complex process. 

 

 
 

Figure 1. Reaction Process of Functional Coordination Compounds 

 

The dynamic and complex nature of the synthesis process for functional coordination molecules is depicted in Figure 1. 

The interaction between ligands, metal ions, and reaction conditions is depicted in the image, illustrating how these 

components help to produce a variety of coordination structures. It illustrates the changes that take place throughout the 

reaction, such as ligand structural modifications, the creation of intermediate states, and the final assembly of the target 

coordination molecule.By changing the valence states of metal ions and promoting oxidation-reduction processes, the 

procedure illustrates the impact of reaction parameters such as temperature, stirring duration, and the chemical 

environment. Complex coordination polymers that are very different from the initial reactants can be assembled thanks 

to these modifications. Since a single reaction system can produce several products with different structures, the figure 

also highlights the variety in reaction outcomes and the significance of exact control over reaction conditions in order 

to obtain desired molecular designs. 
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B. Hydrothermal Synthesis Method 

A contemporary and adaptable methodology for producing functional coordination molecules is hydrothermal synthesis. 

Reactants can reach a subcritical or supercritical state with this method, which operates in a sealed environment at high 

temperatures and high pressures. This method's distinctive features have made it a preferred option for creating cutting-

edge chemicals and materials. Its capacity to control reaction conditions at the molecular level and its potential to 

produce superior, novel products are its main advantages. 

 

Advantages of the Hydrothermal Synthesis Technique: 

1. Enhanced Reactivity at Molecular Levels: The reactants are present in a molecular or ionic state at high 

temperatures and high pressures, which greatly increases their reactivity. Because of this increased reactivity, 

reactions that would otherwise be impossible or extremely inefficient under normal circumstances can be carried 

out successfully. 

2. Using Different Nucleation Mechanisms to Create Unique Compounds: Hydrothermal synthesis, in contrast to 

traditional techniques, enables special nucleation mechanisms, including homogeneous and heterogeneous 

nucleation. These processes make it possible to create new materials and chemicals that are not possible with 

conventional solid-state or solution-based methods. 

3. High Purity and Controlled Granularity of Products: Hydrothermal synthesis produces products with 

remarkable purity and regulated particle size. Because reaction settings may be changed to fine-tune the 

granularity of the synthesized material, this approach is especially well-suited for applications that demand precise 

material qualities. 

4. Enhanced Efficiency with "One-Pot Synthesis" Capability: The term "one-pot synthesis" is frequently used to 

describe hydrothermal synthesis because of its simplified procedure. Since all of the reactants are contained in a 

sealed system, no intermediate steps are needed for the reaction to continue. For large-scale or batch production, 

this simplification decreases contamination, eliminates the need for considerable handling, and makes parallel 

control easier. 

5. Versatility in Generating Unexpected Products: The capacity to control pressure and temperature gives one the 

freedom to investigate a variety of reaction paths. These variances increase the possibility of finding novel 

materials by forming unexpected products with distinctive structures and properties. 

 

A vital tool in the creation of innovative materials and functional coordination molecules, the hydrothermal synthesis 

technique is praised for its effectiveness and versatility. Its importance in contemporary chemistry and material 

sciences is highlighted by its capacity to create superior goods under regulated circumstances while encouraging 

innovation. 

 

OPTIMAL SEQUENCE SCHEDULING FOR COORDINATION ASSEMBLY 

 

In order to guarantee efficiency and accuracy, sophisticated algorithms and structured frameworks are used in the 

sequencing and scheduling optimization process for the coordination assembly of functional coordination compounds. 

To handle challenging scheduling issues, the method uses particle swarm optimization (PSO) in conjunction with a 

hybrid algorithm that incorporates simulation-based decoding techniques. 

 

A. Principles of Optimal Sequencing 

A reliable and flexible method for simulating possible solutions as particles in a multidimensional space is the particle 

swarm optimization algorithm. Each particle is identified by its position and velocity and represents a potential solution. 

Among the fundamental ideas are: 

1. Dynamic Adjustment: Individual experience (the best solution the particle finds) and collective experience 

(the best solution the swarm finds) are the two main elements that determine how frequently particles update 

their positions and velocities. 

2. Convergence to Optimal Solutions: By means of iterative modifications directed by fitness assessments, 

particles collectively advance in the direction of the ideal solution, successfully striking a balance between 

exploration and exploitation in the solution space. 

 

B. Scheduling Framework 

In order to establish an effective order for tasks, the scheduling framework takes into account the intricacies of resource 

limitations, task dependencies, and execution modes. Among the framework's essential elements are: 

1. Integration of Resource limitations: All scheduling solutions are guaranteed to comply with non-renewable 

limitations and resource availability thanks to the framework. 

2. Hybrid Algorithm: This algorithm makes sure that both activity execution modes and scheduling sequences 

are optimized at the same time by fusing conventional scheduling methods with contemporary optimization 

techniques. 

3. Decoding Through Simulation: The dynamic nature of resource utilization and temporal limitations are taken 

into consideration by a simulation-driven decoding process that converts abstract scheduling solutions into 

executable schedules. 
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C. Algorithm Structure 

Because the optimization process is divided into discrete phases, systematic problem-solving and improvement are 

guaranteed: 

1. Problem Modelling: A mathematical optimization model that incorporates all pertinent variables, constraints, and 

goals is used to formally represent the scheduling problem. 

2. Population Initialization: To guarantee varied coverage of the solution space, initial solutions (particles) are 

produced at random. The initial population is created by identifying and modifying impractical solutions to satisfy 

baseline limitations. 

3. Scheduling Generation: Active schedules are created from the modelled problem using parallel decoding 

techniques. These systems are made to maximize scheduling efficiency while meeting restrictions. 

4. Fitness Evaluation: The fitness of each potential solution is assessed, usually using project completion time or 

other pertinent performance metrics. The top-performing options are chosen for additional improvement. 

5. Updates to the solution: The approach iteratively improves both local (individual particle) and global (swarm) 

solutions through fitness comparisons. Converging toward the ideal scheduling solution, the iterative process 

modifies locations and velocities. 

 

This methodical technique guarantees effective scheduling and sequencing while staying in line with realistic goals and 

restrictions. A strong toolkit for addressing intricate scheduling issues in coordination assembly tasks is provided by the 

combination of PSO, hybrid algorithms, and simulation-based decoding. 

 

Simulation Experiments 

The simulation environment is essential for evaluating how well the suggested scheduling methods work. In order to 

execute intricate simulations for the best scheduling and sequencing in coordinated assembly, the setup consists of 

essential hardware and software components. These elements guarantee that the scheduling tasks' computational 

requirements are effectively satisfied. 

Hardware Specifications: 

1. Processor: An Intel (R) Core (TM) i8 CPU running at 5.00 GHz powers the simulation environment. Advanced 

algorithms like Particle Swarm Optimization (PSO) and other hybrid approaches, which need significant 

processing capacity to handle big datasets and iterative calculations in real time, may be run at high speeds thanks 

to this powerful CPU. 

2. Memory: With 8 GB of RAM, the machine has more than enough memory to conduct simulations that require a 

lot of resources. For large-scale scheduling problems with intricate job sequences and resource constraints, this 

memory size guarantees that the simulation can manage several tasks at once without experiencing any lag. 

3. Operating System: Windows 7 Professional, a reliable platform for executing scheduling algorithms and 

computing tools, is the operating system utilized. Windows 7 guarantees seamless operation when scheduling 

activities and data processing are being carried out, and it is compatible with a variety of simulation software. 

 

Comparative Chart of Optimal Order Scheduling Costs 

 

 
 

Figure 2: Comparative Chart of Optimal Order Scheduling Costs 

 

The comparison of scheduling costs between the suggested optimal scheduling method and conventional scheduling 

techniques is depicted in the chart. It highlights the efficacy of the optimized approach by displaying the overall 

scheduling and coordination assembly costs across multiple test situations. 

 

1. Scheduling Costs: The chart shows that the overall cost of scheduling and the cost of coordination assembly tend 

to go down as the number of planned jobs increases. This cost decrease shows how effective the suggested 

scheduling technique is at minimizing resource waste and optimizing work sequencing. 

2. Gap Value: The costs fall as the number of tasks increases, indicating that the optimal scheduling strategy scales 

effectively with higher task sizes, even while the gap value between the costs stays relatively constant. In real-

world systems where task volumes can fluctuate, this scalability is crucial. 
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3. Production Batches and Scheduling Batches: The experimental findings show that fewer production and 

scheduling batches are needed as the mass range rises, which translates into cost savings. This illustrates the 

suggested method's increased efficiency, particularly in large-scale activities. 

As a visual confirmation of the simulation results, the chart demonstrates how the optimal order scheduling approach 

performs noticeably better than conventional approaches in terms of cost savings, improved resource use, and general 

efficiency. The simulation findings verify that the suggested method is reliable for usage in real-world coordination of 

intricate assembly activities for functional coordination molecules. 

 

RESULTS 

 

The experimental data shows a noteworthy trend: scheduling and coordination assembly costs drop as the volume range 

of scheduled operations grows. This finding is significant because it shows how the suggested optimal scheduling 

approach may be advantageous for larger-scale operations. 

Key Findings: 

 Cost Reduction with Higher Volumes: The system can more efficiently optimize the scheduling process as 

the quantity of jobs or the size of the manufacturing process grows. Because the algorithm can find more 

effective ways to assign resources and sequence jobs, scheduling costs go down. This decrease results from 

improved resource management, which minimizes needless delays and bottlenecks and lowers total costs 

associated with the coordinating assembly process. 

 Efficiency Gains: The study's suggested approach directly addresses the inefficiencies found in conventional 

scheduling methods. With traditional approaches, inefficiencies tend to increase with job sizes, which 

frequently results in longer production times and unnecessary resource usage. The experimental findings, 

however, show that the suggested approach considerably lowers these inefficiencies. By making more 

intelligent choices about job sequencing and resource allocation, it does this, leading to quicker execution times 

and more efficient use of available resources. 

 Effect on Coordination Assembly: There has been a noticeable decrease in both scheduling and coordination 

assembly expenses. The method assists in optimizing the order in which jobs are completed as more are 

scheduled, perhaps lowering the need for extra resources or rework during the assembly process. This lowers 

overall costs for the coordinating assembly phase by reducing disruptions and speeding up the completion of 

each operation on the assembly line. 

 

The experimental findings demonstrate the suggested method's superiority over conventional scheduling techniques, 

especially when scaling up. The optimized sequencing strategy is more advantageous as job volume increases because 

it more efficiently reduces delays and resource waste. On the other hand, traditional approaches sometimes have trouble 

handling increasing job volumes, which results in more expensive and time-consuming production. The improved 

scheduling efficiency brought about by the suggested strategy is evident from the reduction in scheduling and assembly 

expenses displayed in Figure 2. The new method provides greater adaptability and scalability by utilizing strategies like 

fuzzy logic, particle swarm optimization, and hybrid algorithms, which makes it ideal for intricate or large-scale 

processes. In addition to saving money and time, this enhancement promotes more effective and sustainable production 

methods. 

 

In conclusion, the experimental results show that the suggested optimal scheduling approach can significantly enhance 

the coordination assembly and scheduling procedures. It offers a strong answer for sectors with high task quantities or 

intricate coordination needs by cutting expenses and inefficiencies. 

 

CONCLUSIONS 

 

The coordination assembly of functional coordination molecules has advanced significantly with the study's fuzzy-

based optimal sequence scheduling strategy. Fuzzy logic, ESTN, fuzzy MILP, and other contemporary computational 

techniques are combined with sophisticated algorithms to address the shortcomings of conventional scheduling 

methods. This approach is very beneficial in practical applications. For enterprises dealing with intricate chemical 

synthesis or assembly activities, this approach not only improves scheduling efficiency but also increases the 

coordinated assembly process's adaptability to uncertainty. Because of this, the suggested method provides both 

theoretical insights and useful solutions that are applicable to a wide range of disciplines, such as production systems, 

materials science, and chemical engineering. 
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