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Abstract: A modern technology in the area of intrusion detection is honeynet technology that unlike common IDSs 

tends to provide the attacker with all the necessary resources needed for a successful attack. Honeynets provide a 

platform for studying the methods and tools used by the intruders (blackhat community), thus deriving their value 

from the unauthorized use of their resources. Honeypots and Honeynets are particularly very useful for learning 

from attackers. This knowledge is required to update database and security policies of various network security 

tools available with the administrators. Almost all network security tools require updation of their database with 

new attack signatures as and when these attacks are developed. Honeynets are a powerful way of extracting these 

attack signatures. However, most of the current honeynets are manually configured and managed. This manual 

approach requires a prior knowledge about attacker and his behaviour. Also, such honeynets are vulnerable to 

identification by the attacker. In this paper we propose a model to automatically identify the requirements of an 

attacker and dynamically direct him to a machine providing these services. The attack and its target services are 

identified and the attacker is directed to a high interaction honeypot configured dynamically to provide the required 

service. 

 

 

I. INTRODUCTION 

 

Honeypots are valuable resources, configured to lure an attacker and then gather information about his ethnological and 

technical background. A network of such honeypots is referred to as a honeynet. In recent past, a large number of honeynet 

designs and deployment methodologies have been proposed. However, the capability of these honeynets to deceive the 

attacker is very limited and hence extraction of attack signatures using honeynet remains a challenge for network security 

planners. On one hand, if a honeynet is made too restrictive, little information can be gathered. On the other hand, if 

attackers have too much of freedom, they can easily perform a takeover of the honeynet and lock out the honeynet operator. 

This dilemma adds to the security management problem. Only a few of research activities have focused on configuring 

honeynets to serve the requirements of attacker. The current options, which are real systems with real security holes, it is 

possible to prevent such takeover by an attacker. Also, proposals have been made to implement a predefined behavior for 

any given application based on a security policy. However, these techniques are not suited to design effective autonomous 

honeynets because attackers’ behavior is barely known in advance and may evolve. In this research, we have used artificial 

intelligence of an attack classifier as a driving force for implementing deployment of services in a honeynet as per the 

requirements of the attacker. 

 

II. SYSTEM ARCHITECTURE 

 

 
Fig. 1: Logical Model 
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The proposed model consists of five modules- Attack Filter, Feature Extraction Module, Attack Identification (AI) Module, 

Honeypot Factory and Remote Log Analyzer. The attack filter is used to segregate incoming attack from normal traffic and 

direct it to feature extraction module. It is primarily used during the training phase. The Feature extraction module is based 

on a sniffer to capture traffic and analyze packets. The features extracted by sniffer are used by AI module to classify the 

attack and accordingly generate an activation logic for honeypot factory. Honeypot factory is responsible for deploying 

honeynet as per the activation logic and direct the attack traffic to it. The attacker can now play with the services he desired. 

While he is busy executing his tools to exploit these services, all his actions are being logged at remote log analyzer. The 

administrator can use this remote log analyzer to profile the attacker. the attack signatures generated in remote log analyser 

can be used to update attack filter and production networks as well. The state flow Diagram for the same is as shown in 

Figure2. 

 

 
Fig. 2: State Flow Diagram 

 

 

Table I. List of Extracted Features 
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III. DESCRIPTION 

 

Once the classifier is trained adequately and the databases are robust enough to take on live internet traffic the attack filter module can be 

removed. All the traffic coming from internet or any outside network has to pass through the feature extraction module before reaching 

the production network. The feature extraction module extracts 12 pre-defined features from the traffic packets and feeds them to Attack 

Identification module.The features are extracted only from the packet header. The list of packets being extracted is shhown in table1. The 

Attack Identification module first normalizes the features received from the feature extractor using PCA (Principal Component Analysis) 

algorithm and then classifies the traffic using K-Mean Clustering algorithm. If it is normal traffic, then it is directed to production 

network from attack identification module. If, however, the traffic is classified as an attack, it is directed to honeypot factory along with 

activation logic. The clusters defined in the K-Means Clustering algorithm are self evolving and therefore capable of taking on zero day 

attacks. Based on the classification of attack, this module decides the type of service to be given to the attacker. This decision is sent to 

Honeypot factory as Activation Logic. The Honeypot factory is a controlling station which controls all the resources of Honeynet. It is 

actually an intelligent VM Ware controlling large number of virtual machines. All machines, hosts and servers within the honeynet are 

controlled by honeypot factory. 

 

Based on the activation logic, the honeypot factory configures one of the machines of the Honeynet to provide the service required by the 

attacker. Once the honeypot is ready, the attacker is directed to the honeypot. The honeypot factory also maintains a record of ongoing 

processes and performs load sharing by intelligently tasking the various machines in the Honeynet. As the attacker reaches the configured 

honeypot and starts playing with the machine, all his activities including the keys pressed, commands executed, files downloaded 

/uploaded, programs run, files changed and vulnerabilities exploited are logged in a remote log analyzer. The remote log analyzer is an 

intelligent machine capable of automatically analyzing the log data received from all the machines of the Honeynet and generating attack 

signatures. If there are any new attack signatures generated by the analyser, an alert is sent to the administrator for verification. These 

signatures are then used to strengthen the production network and eliminate vulnerabilities present in production network. In addition to 

this, these new attack signatures can also be used as security patches to update other isolated networks or stand alone computers. 

 

 
 

Fig. 3: State Flow Diagram 

 

Figure.3 shows the state flow diagram for the system when after removing the attack filter. As explained above feature 

extraction module initially waits for new traffic. On arrival of new packets, it extracts the pre-defined features and feeds 

them to attack identification module. It then continues to wait for next packet. The attack identification module is 

continuously looking for new features from feature extraction module. As it receives new features along with the traffic, it 

first normalizes the features using PCA. This normalized data is used by KMeans Clustering algorithm to plot the incoming 

packets and classify them as either a normal traffic of a specific type of attack. If it is classified as normal traffic it is sent to 

production network. If the traffic is identified as an attack, the attack identification module decides the required type of 

service based on classification of attack. This decision is referred to activation logic. Activation logic is sent along with the 

attack traffic to honeypot factory.  
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The activation logic triggers the honeypot factory to configure a machine in honeynet to provide service to the attacker as 

per the activation logic received with the traffic. Once the machine is up, it directs the attack vector to it and allows it to 

play with it. The machines are preconfigured to send logs of attackers activities to a remote log server which is intelligent 

enough to analyse them. 

 
Table I. List of Extracted Features 

 

 
The attack signatures generated as a result of this automatic analysis are used to update the actual production networks. 

 

IV. FUTURE SCOPE 

 

This is a unique and novel approach in the field of network security. The concept can be used not only to protect networks 

against existing attacks but also to protect it against new attacks. At the same time, this methodology will form the basis of 

attack identification and attack signature and security patch generation by various anti-virus, IDS, IPS and firewall 

companies. The methodology provides an easy, simple and cost effective solution to zero day attacks. It is a major 

breakthrough in the field of honeynets and boosts the capability of honeynets to deceive an attacker by manifolds. Since the 

system can now provide every service desired by the attacker, it removes the possibility of losing any attacker. 
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