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Abstract: This paper presents the design and evaluation of a new class of low turbo codes with reduce the 

decoder complexity known as modified turbo codes (MTC). Decoder complexity is the main consideration in the 

design of turbo codes. This research work presents two types of modified turbo codes, Low Complexity Hybrid 

turbo codes (LCHTC) and Improved Low Complexity Hybrid Turbo Codes (ILCHTC). Proposed LCHTC uses 

parallel concatenation of constituent encoders. Parallel concatenation of RSC codes has main advantages that if 

one of the output code words has low weight, the other usually does not, and there is a smaller chance of 

producing an output with very low weight. Higher weight is beneficial for the performance of the decoder First 

few constituent encoders are designed using serial concatenation of zigzag codes with convolutional codes and 

remaining encoders are zigzag encoders. Parallel concatenation of convolutional codes with zigzag codes has 

been presented for ILCHTC to reduce decoding complexity of overall decoder. LCHTC, ILCHTC and turbo 

convolutional codes (TCC) are simulated using Matlab simulation over Additive White Gaussian Noise 

(AWGN). LCHTC and ILCHTC shows same Bit Error Rate (BER) as shown by TCC but with reduced 

decoding complexity as compared to TCC. Rate (R) = 1/3 ILCHTC shows a BER ≈  4×10
-6

 and R = 1/3 LCHTC 

shows a BER ≈ 8×10
-6

 at Eb/No = 2 dB over AWGN channel.  Analytical study give result that computations 

required by R = ½ ILCHTC and R = ½ LCHTC  is reduced by a factor of approximation three. 

 

Keywords: Coding and decoding complexity, parallel concatenated codes, iterative decoding, zig-zag codes and 

error convergence.  

 
 

I. INTRODUCTION 

 

Forward error correction (FEC) technique, introduces redundant bits into the information bits to correct error occurred 

during transmission. TCC codes are excellent error correcting codes which achieve BER near Shannon’s limit [1], [2] 

using aposteriori probability (APP) iterative decoding. However APP algorithm is highly complex. If maximum a 

posteriori probability in log domain (Log-MAP) [3], [4] algorithm is used, the decoder complexity in term of addition 

equivalent operations per information bit per iteration (AEO/IB/I) is about 512. TCC consist of parallel concatenation 

of covolutional codes connected using interleaver. It has been shown that if convolutional codes and block codes are 

used for concatenation, performance near the theoretical limit is achieved, however such codes require less decoder 

complexity [4], [5]. Such codes are termed as modified turbo codes. In proposed LCHTC and ILCHTC, zig-zag codes 
are used as constituent code with recursive systematic convolutional (RSC) codes for concatenation. Zig-zag code 

shows BER performance near theoretical limitsusing soft-in soft-out (SISO) decoding algorithm with much less 

decoding complexity [6], [7] buterror convergence is low for zig-zag codes. 

 

Proposed LCHTC codes show BER performance comparable to that of TCC. In LCHTC encoder, first zig-zag encoder 

encodes each row of information bits then R = ½ RSC encoder encodes these zig-zag parity bits. In LCHTC decoding, 

first RSC decoder decodes zig-zag parity bits then zig-zag decoder decodes information bits [6], [7]. Global iterative 

decoding is used. LCHTC decoder shows more decoding complexity than zig-zag codes but less decoding complexity 

than TCC. Zig-zag parity bits instead of information bits are decoded using RSC decoder in LCHTC so error 

convergence of LCHTC is slow.  

 

ILCHTC encoder encodes information bits using zig-zag encoder as well as RSC encoder. In ILCHTC encoder, first 
RSC encoder compute parity bits for L column of information bits then zig-zag encoder compute parity bits for each 

row of information bits. In ILCHTC decoder, first information bits are decoded using RSC decoderthen zig-zag 

decoder decode information bits. Decoder complexity of ILCHTC is more than LCHTC and less than TCC. Error 

converges of ILCHTC is faster than LCHTC. BER ≈ 4×10-6 is shown by R = 1/3 ILCHTC at Eb/No = 2dB which is 0.4 

dB away from Eb/No for the same BER for R = ½ TCC. BER ≈ 8×10-6 is achieved by R = 1/3 LCHTC at Eb/No = 2dB 

which is 0.5 dB away from Eb/No for the same BER for R = ½ TCC.  
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  Unlike ILCHTC and LCHTC, in TCC decoder complexity remain unchanged after using puncturing to change the 

code rate. Paper is organised as follows: Section II describes turbo codes. Section III, presents the description of 

LCHTC.  Section IV, presents the description of ILCHTC. In section V, simulation results and discussions are shown. 

Conclusions are drawn in section VI.  

II. TURBO ENCODER AND DECODER 

 

Here TCC encoder and decoder structure has been described. 

1. TCC encoder 

TCC consists of parallel concatenation of RSC encoders using random interleaver between them. RSC encoder 1 and 

RSC encoder 2 encode information bit sequence using a 16 state generator polynomial (G) = [5, (37 21),37] [1], [2],[8].  

 

 

The structure of TCC encoder is shown in the fig.1. 
 

 
 

Figure 1: TCC encoder where ∏ is interleaver [9]. 

 

2. TCC decoder 

SISO decoders are used for iterative decoding of turbo convolutional codes [1], [2], [3]. APP decoding algorithm to 

evaluate posteriori likelihood ratio (LRs) [3], [4] of received information bits is used and LRs can be given as:  

 

         
           

           
           ... (1)  

 

And their logarithms (LLRs) can be given as: 

 

                 ... (2) 

III.    LCHTC ENCODER AND DECODER 

 

Information bit sequence of size N×1 is arranged row wise in an array of size I×J. Information bit can be represented 

as: 

 

                                   ... (3) 

 

Also, 

 

           ... (4) 

 

1. Zig-Zag encoder 

 

Data nodes d (i, j) are the information bits and z(n)(i) represent zig-zag parity nodes of nth constituent encoder. Parity 

bits are computed progressively as follows: 
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And  

 

                
 
                    ... (6) 

 

Clearly zig-zag code are uniquely characterised by two parameters (I, J) [6], [7]. 

2. LCHTC encoder 

 

LCHTC encoder consists of parallel concatenation of zig-zag codes with RSC codes.  Fig.2 shows structure of LCHTC 

constituent encoder. For each constituent encoder, first zig-zag encoder computes parity bits for each row of 

information bits then zig-zag parity bits are encoded using rate ½ RSC encoder. Let zig-zag parity bits of nth zig-zag 

encoder are represented by z(n) and parity bits of nth RSC encoder are given by r(n). Code word CL and code rate RL for 

nth constituent encoder is given by: 

 

                                        ... (7) 
 

                  ... (8) 

 

 
 

Figure 2:  Nth constituent encoder for LCHTC [10]. 

 

Code rate can be adjusted by changing J and N. Here N is No. of constituent encoders. In overall LCHTC encoder 

interleaver is used except for the first encoder.  

 

 
 

Figure 3: Overall LCTC encoder [9]. 

 

3. LCHTC decoder 

 
Let R’ represent the received noisy vector as, R’={d’,z’,r’}. Here d’ is the received noisy data vector, z’ received noisy 

zig-zag parity vector and r’ is the received noisy convolutional parity vector. APP decoding algorithm to evaluate 

posteriori likelihood ratio (LRs) of received information bits is used as given by eq. (1). And their logarithms (LLRs) 
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[3], [4] can be given by eq. (2). SISO APP decoding is used for decodingof LCHTC codes. Decoding algorithm can be 

implemented in two steps as follows: 

 

(i) Decoding of zig-zag parity bits is performed using RSC decoder.  
(ii) Zig-zag decoder decode information bits taking out-put of convolutional decoder as input with nosy 

information bits (d’) as another input [6], [7]. 

 

Iterative decoding process is used for decoding. 

IV.     ILCHTC ENCODER AND DECODER 

1. ILCHTC encoder 

First L columns of information bits are encoded using R = ½ RSC encoder and each row of information bits is encoded 

using zig-zag encoder. For R = 1/3 ILCHTC first constituent encoder encodes all J columns of information bits. 

Constituent encoder and overall encoder for ILCHTC are shown in fig. 4 and fig. 5 respectively.   Let rj
(n) represents the 

convolutional  parity bits for jthrow of the nth constituent encoder. Let CIL represent the transmitted code word and RIL 

represent code rate for ILCHTC encoder then CIL and RIL can be given as   

   

 

         
   

   
   

     
   

                  ...(9) 

 

              ... (10) 

 

 
 

Figure 4:  Nth constituent encoder for ILCHTC [10] 

 

 
 

Figure 5: Overall ILCHTC encoder [9]. 

 

2. ILCHTC decoder 

Let R’ represent the noisy received code word as, R’={d’,r’,z’}. Here d’ represents noisy received data bits, r’ 

represents noisy received RSC parity bits and z’ represents the noisy received zig-zag parity bits. APP decoding 

algorithm is used to evaluate LRs and LLRs given by eq. 1 and eq. 2 respectively. SISO decoding can be performed in 

two steps as: 

 

(i) L columns of information array are decoded using convolutional decoder using Log-MAP algorithm. 

(ii) Taking the result of convolutional decoder zig-zag decoder decodes each row of information array. 

Overall iterative decoding is performed to improve the BER. 
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V. DECODER COMPLEXITY FOR LCHTC AND ILCHTC 

 

For TCC decoder complexity depends on trellis length TL of convolutinal code [10]. Let Nm is multiplication required 

per information bit per iteration (M/IB/I) and Na is the addition required per information bit per iteration (A/IB/I). For 

ILCHTC and LCHTC decoder complexity is less due to use of zig-zag code which has lower decoding complexity as 

compared to TCC. For ILCHTC trellis length depends on No. of column L, encoded by RSC encoder, highest for the 

constituent encoder for which L=J. For TCC trellis length is equal to 2N where N is No. of information bits. 

 

Nm and Na for zig-zag decoder [6] can be given as follows: 

 

           ... (11) 

 

               ... (12) 

 

For TCC Nm and Na [10] can be given as follows: 

 

              ... (13) 

 

                  ... (14) 
 

M/IB/I and A/IB/I for different decoder is shown below in the table 1.  

 
TABLE 1: COMPUTATIONAL COMPLEXITY OF DECODER 

 

Decoder R Parameters Nm Na 

TCC 1/2 Ns = 16, N = 2 

(punctured) 

248 512 

1/3 Ns = 16, N = 2  248 512 

LCHTC 1/2 Ns = 16, N = 2, J = 4, L 
= 2 

62 139 

1/3 Ns = 16, N = 4, J = 4, L 
= 4 

124 278 

ILCHTC 1/2 Ns = 16, N = 2, J = 4, L 
= 2 

62 139 

1/3 Ns = 16, N = 4, J = 4, L 
= 4 

124 278 

 

It is shown in the table 1 that number of M/IB/I and A/IB/I is nearly half for rate R = 1/3, ILCHTC and LCHTC as 

compared to TCC for N constituent encoder and computations required for R = ½, LCHTC and ILCHTC is nearly one 

third as compared to TCC. Ns represent No. of state for RSC encoder. 

VI.   SIMULATION RESULTS 

A 16 state encoder is used for RSC codes with generator polynomial G = [5, (37, 21), 37] [8]. Fig. 6 shows the BER at 

different Eb/No for R = ½ LCHTC and R = 1/3 LCHTC. Fig.6 shows that a BER ≈ 8×10-6 is achieved at Eb/No = 2dB 

for R = 1/3 LCHTC and a BER ≈ 10-4 is achieved at Eb/No = 2dB for R = ½ LCHTC. 

 

 
 

Figure 6   BER performance of LCHTC. 
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Fig. 7 shows the BER performance of R = ½ and R = 1/3 ILCHTC. Simulation result indicate that BER ≈ 4×10-6 is 

achieved at Eb/No = 2dB for R = 1/3 ILCHTC. Different parameters for R = 1/3 ILCHTC are J = 4, L = 4 and number 

of constituent encoder N = 4. BER ≈ 3×10-5 is achieved at Eb/No = 2dB for R = ½ ILCHTC with J = 4, L = 2 and N = 2. 

 

 
 

Figure 7   BER performance of ILCHTC. 

 

Comparison of BER for TCC, LCHTC and ILCHTC in AWGN channel is illustrated in fig.8. ILCHTC shows better 
error convergence than LCHTC. In term of BER performance, ILCHTC is better than LCHTC because in ILCHTC 

information bits are decoded using zig-zag decoder as well as RSC decoder and the RSC decoder shows better error 

convergence than zig-zag decoder. While in LCHTC, first zig-zag parity bits are decoded using RSC decoder, then 

using these parity bits zig-zag decoder decode information bits. 

 
Figure 8:  BER performance of TCC, LCHTC and ILCHTC. 

 

Simulation results show that a BER ≈ 8×10-6 at Eb/No = 2 dB is achieved for R = 1/3 LCHTC which is 0.5 dB away 

from the Eb/No for the same BER for R =½ TCC. BER ≈ 4×10-6 is achieved at Eb/No = 2 dB for R =1/3 ILCHTC which 

is 0.4 dB away from the Eb/No for the same BER for R = ½ TCC. 

 

CONCLUSION 

 

This paper presents multiple concatenations of zig-zag code with RSC code to design low complexity turbo code 
termed as MTC. BER ≈ 10-4 at Eb/No = 2 dB is achieved for R = ½ LCHTC which is 0.1 dB away from the Eb/No for 

the same BER for R = ½ ILCHTC. ILCHTC shows BER slightly improved than LCHTC and error convergence is also 

better than LCHTC. Decoder complexity is reduced by a factor of nearly 2 for R = 1/3 ILCHTC and R = 1/3 LCHTC as 

compared to TCC. For R = ½ MTC, decoder complexity is reduced by a factor of nearly three as compared to TCC. 

Error convergence of TCC is best. ILCHTC and LCHTC require more number of iteration than TCC to get significant 

BER but overall decoding complexity is less than TCC. 
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