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ABSTRACT 

 

Hand gestures can play important role in Computer Vision as well as communication through sign language. It 

provides an interaction between human and machine. Deafness is a degree of loss where the person could not 

understand speech and spoken language. Sign language faces many difficulties through hearing. Real time hand 

gesture recognition has been proposed in our research. Our proposed CNN model is used to communicate with 

deaf people. The Proposed model has achieved an accuracy of 94.6% to recognize different gestures. 

 

General Terms: Hearing impaired people, Computer Vision, Hand gesture recognition. 

 

Keywords: Sign Recognition, Gesture Recognition, Convolutional Neural Networks. 

 

 

 

INTRODUCTION 

 

Disability can be considered as an absolutely necessary subject concerned with human rights. Disability can be 

classified into different types: Hearing disability, Visual disability, Physical disability, Speech disability and mental 

disability. Hearing is one of the necessary senses in every individual. The person who is incapable of hearing that is 

hearable to others is Hearing Loss Person. Hearing Loss leads to severe problem. More than 6% of the World people – 

approximately 468 million people have the hearing problem (433 million adults and 35 million children) [1]. Deaf and 

Hearing impaired people can apply sign language which is helpful for communication. 

 

Sign Language is used to represent thinking which includes different body or Arms Postures which is a combination of 

several hand position and shape, Facial expressions. Sign Language is not a universal language. However, there exist 

variety of Sign Languages vary from country to country and culture to culture. Sign Languages classified into American 

Sign Language, Japanese Sign Language, Indian Sign Language, Arabic Sign Language and so for respective countries 

also. People can’t assume a single instant without communication. Different types of technical process supporting the 

communication. But few physically disabled people do not get the advance support for any technical improvements. As 

a result it is not easy to communicate with sign language users with normal people because of insufficient attention to 

communicate with deaf and dumb people. Loss of hearing has a good meaningful impression on a child cultural 

improvements and education achievements. Deaf learning focused in many developed countries but the development 

needed in developing countries as Bangladesh. Deaf and dumb people can be considered an unreached people group. 

Because lack of importance in society. As a result, sign language users cannot enjoy services like education, health 

services and employment opportunities. Huge amount of research project applied to hand gesture recognition using 

excellent technological support. This framework is designed to communicate between deaf people and normal people. 

 

RELATED WORKS AND BACKGROUND 

 

The Hand gesture is one medium of signing. Gesture recognition has become one of the most interesting topics in 

Computer vision and Deep Learning. Firstly the glove based system was developed to recognize hand gestures, but the 

interface restricts the user comfort because of wearing heavy devices and the burden of cable communication 

[2].Though it provide low cost hardware portability facility and charge transfer naturalness [3].  For reaching out to the 

problem of impaired dedicated to translating ASL (American Sign Language). 3D  depth sensing camera was  used 

image acquisition together with applying depth thresh holding, contour, convex hull and convexity defects were applied 

to the binary image for Sign Language classification [5].Shukla et.al used the Naïve Bayes classification algorithm to 

classify five fingers only. In [6] the color skin information is used to segment the hands for the generic hand based 
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remote control system. Commonly hand gesture recognition system follows three phases: detection, tracking, and 

recognition. Survey [4] provides perceptron of existing methods of gesture recognition systems for Human Computer 

Interaction by categorizing different key parameters. 

 

 In a couple of years deep learning approaches have shown a flawless achievements [7] to suppress traditional Machine 

learning techniques in computer vision. Peijun Bao et al [7] proposed Deep CNN to directly recognize the gesture from 

the whole image without using any region proposal algorithm or sliding window mechanism. On the other hand, 

recognition of gestures with both written words and audible speech was proposed [8] by image matching technique and 

use of build in “Find” function. Preceding analysis on different sign languages such as American, Indian [9] and Arabic 

as well as Italian has fascinated researchers to work with Bangla Sign Language. Rahman et al proposed Haar-Like 

feature based cascade; Here and saturation implemented for hand sign extraction and K-nearest Neighbour (KNN )  

algorithm for 36 Bangla character recognition yielded an average accuracy of 96.46% [10]. A Real time sign Language 

has been proposed for the ILSVRC 2012 dataset for American Sign Language using Google Net architecture [11]. As 

human activity and gesture recognition has become one of the growing domains of ambient intelligence, The author 

proposed Convolutional neural network (CNN) and recurrent neural network (RNN) for automated hand gesture 

recognition using both depth and skeleton data. This method achieved overall accuracy of 85.46% for 14 dynamic 

gestures [12]. As main focus on depth images, So in [15] using senz3d dataset depth images, real time hand gesture 

recognition was proposed by Memo et al. Hand was segmented by hand contour and multi class  support vector 

machine was used to classify 11 gestures that gained accuracy 90%[15]. This research objective is to facilitate the 

learning and communication process of deaf and hearing impaired people.  

 

PROPOSED METHODOLOGY 

 

In our research, the hand gesture recognition system has been proposed by hand segmentation and preprocessing 

operation followed by the CNN Model architecture. However this image classification models become prominent in 

computer vision field. Here after acquiring the depth images segment the hand data which follows some preprocessing 

activities train the CNN model for feature extraction and gesture recognition. In the figure Block diagram of proposed 

methodology has been shown below: 
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 Proposed Methodology of the framework 

 

Hand segmentation 

In our work, depth images have taken from the dataset. In Hand gesture recognition the foremost task is extracting the 

hand regions. So our first step is to segment the hand region from the depth map. This implies that hand is close to 

camera and begins with thresh holding of the depth values. After acquiring the depth images color space has been 

implemented to segment the hand. 

 

Preprocessing 

It is challenging where how to prepare image data when training a convolutional neural network [19]. Images in 

training dataset had different sizes. It is necessary to resize it being used as input to the model [19]. This consists of 

both resizing and cropping techniques during both training and evaluation of the model [19]. 

 

Binary Image Conversion 

It is easier to deal with binary image than multiple color channels. Thresh holding convert images to binary images. 

Pixel below threshold value (60) converted to 0 and above threshold value converted to 1. 

 

EXPERIMENTAL SET UP 

 

The regular version of multilayered perceptron is CNN. It works on neurons. The idea of neuron based on the working 

of the neurons of the animal visual cortex. The idea is that image is converted into 2 D array of numbers and given to 

the computer. The work is similar to how human brain works. When we look at a picture of a dog, we can classify it as 

such if the picture has identifiable pictures such as paws or four legs. In a similar manner, computer performs image 

classification for low level features such as edges and curves through a series of convolutional layers. The Computer 

uses low level features obtained at the initial level to generate high level features such as eyes to identify the object. 

 

Layers of CNN  

A Convolutional neural network consists of three layers that is an Input layer, Hidden layers and an output layer. In 

CNN the hidden layer performs convolution. Typically, the layer does multiplication or dot product and its activation 

function is commonly RELU layer followed by other convolution layers Pooling layers, Fully connected layers, 

Normalization layer and convolutional layers.  

 

A Convolutional layer will take the input and passes to the next layer. It depends on following attributes kernel size, 

Number of input channels and output channel, Depth of Convolutional filter must be equal to the number of channels. 

Pooling layer decrease the data dimension. It combines the output of neuron at one layer into single neuron of the next 

layer. It is of two types Max Pooling and average Pooling uses the average value through the cluster. Fully connected 

layer is the final stage of CNN. Every neuron of one layer is connected to every neuron of another layer. The flattened 

matrix goes to fully connected layer for classification. 

 

 
Proposed CNN Model 

 

Dataset Description 

A dataset is necessary to gain more immeasurable quality. It is the most crucial aspect that makes algorithm training 

possible. Here senz3d dataset of hand gestures has been used [13] [14] [15]. To work with depth images dataset 

includes various different static gestures obtained by creative senz3d camera [13] [14]. The dataset consists of 1320 

sample images composed of four different people images. Each person made different gestures repeatedly for 30 times. 

Each sample, color, depth and confidence frame available for each dataset. Snapshot of few images of the dataset for 

hand gesture recognition given in the figure. 
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Sample Images of the Dataset 

 

Evaluation Metric 

Sample index: The test data of the algorithm depends on number of samples which decides the performance of 

recognition. The recognition is successful only if it constitutes more number of samples with variations shows the 

algorithm generality and robustness. 

 

Complexity Index: The computational complexity of gesture recognition depends on the number of classes which 

decides its success in real world implementation. 

 

Dataset Index: Sharing data and code is important for replication of system and community. Dataset can be published 

which will help other researchers to verify the results. 

 

Availability Index: Algorithm should make available helps other researchers to recreate study and evaluate results 

objectively. 

 

Background Index: Background of real visual scenes is complex. The developer may consider complex and cluttered 

backgrounds with gesture patterns to be recognized. 

 

RESULT ANALYSIS 
 

In this paper we discussed a method of recognizing hand gestures using CNN. The main work here is to identify the 

gesture provided by the user. Dataset plays a significant role in image classification and identification. The variation in 

the dataset and number of images is more then more is the accuracy. Since large dataset requires huge amount of time to 

compile, a PC with high graphics and RAM can solve this problem. The dataset contain 600 images of each hand sign. 

Since PC not so powerful to handle large dataset, It will take much time even if somehow compiles the program. It can 

also be noticed that camera plays a important role in image classification. When image quality is not clear it is difficult 

to recognize images. Since low quality image have low pixel, therefore they give more information about the image. 

Here Accuracy has converged near to 94.6% for different gestures. 

 

 

 
Output of real time hand gesture recognition using proposed methodology 
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Performance of the proposed architecture hand gesture recognition 

 

CONCLUSION 

 

In this paper we used CNN to recognize hand gestures and discussed various parameters depending on accuracy. Open 

CV used to take real time video and recognize the gestures. The probability of gestures is arranged in descending order. 

We have seen that the accuracy is 94.6% for different gestures from depth images depends on the number of factors like 

camera, dataset, and techniques being used.  
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