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ABSTRACT 

 

At present Scenario data science and digital image processing are essential technologies used in many health care 

applications for quick, accurate detection and analysis of patient’s big data. Statistical analysis in data science was 

useful tool to diagnose quickly and give proper treatment for covid disease effectively and efficiently. Artificial 

Intelligent based Machine learning techniques efficiently monitoring the cases who take proper treatment and 

vaccination based on gender and age. Analysis reports are obtained accurately such as diseases spread through 

community contact and recovered, Cases recovered and not hospitalized, not hospitalized and recovered etc. Big 

Data analytics assist the early recognition of COVID-19 through the investigate significant characteristics that 

permit the treatment to classify the factors that facilitate the early detection of the infection. 
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INTRODUCTION 

 

AI-based algorithm using CT scan images to detect CoVID-19 in such a way to help doctors to diagnose CoVID-19 

patients and help them decide what to do next depending on the output of the algorithm, help automate the diagnosis of 

patients to help doctors to know severe or not, decide how to proceed for patients, free up doctors time as the  algorithm will 

automate a process that can be very time consuming.AI based covid  detection using machine learning helpful for 

radiological diagnostics, prognostics’ based on clinical data, pharmaceutical discovery, test kit development, virus 

function & disease progression, identification of potential drugs and methods [Fig-1]. The versatility of artificial 

intelligence (AI) has surged up the momentum to implement the technique [1] [2] for medical and societal adversity in the 

COVID-19 epidemic [3] [4] [5].  

 

Machine learning technique used for diagnosing, calculating, forecasting and examine, evaluation. clinical performance 

medical AI-based approaches [6–10] can be implemented using machine learning (ML)  which can be further subdivided 

into deep learning, artificial neural net- work (ANN), fuzzy logics, and reinforcement learning. In addition, algorithms like 

sup- port vector regression for predicting the spread and analysing the growth/transmission rate [11–14], random forest 

machine learning model for anticipating compound growth rate  [15–23] with respect to social distancing stringency and 

as a discrimination tool for early screening [17–19] have contributed towards gaining an improved understanding of the 

potential risk factors. Regression models are used for COVID are 

 

• Least Absolute Shrinkage and Selection Operation (LASSO) 

• Random forest 

• Decision tree regressor 

• Linear regression 

• Support vector machine 

• Polynomial regression 

 

AI based Machine Learning Model for COVID Data Analysis 
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Fig.1: ML in Covid Care Process 

 

DETECTION USING ML 

 

Machine Learning algorithms such as Extreme Learning Machine, Support Vector Ma- chine, Decision Tree, Random 

Forest, K Nearest Neighbor, and Probabilistic Neural Network and deep learning methods Convolution Neural Network 

(CNN), CNN with transfer learning, Residual CNN (RNN)). The challenging issue in getting optimal per- formance in 

machine learning algorithms is the design of an appropriate model for clas- sifying or predicting unknown samples into 

specific groups based on training input. In this case, network parameters of different learning algorithms are playing a 

significant role in achieving optimal performance in testing the unknown data [Fig.2]. 

 

 
 

Fig.2 ML Model 

 

STATISTICAL ANALYSIS 

 

The features are validated through statistical approaches such as one analysis of vari- ance (ANOVA) with repeated 

measures used to identify the significance of each feature (pixel) in distinguishing CoVID-19 and normal. Chi-Square test 

is used to compare the features of each lung segment between CoVID-19 and healthy groups, and Wilcoxon rank test is 

used to compare the differences of the left lung, right lung, and total score between CoVID-19 and normal. The above 

statistical tests are the most powerful tools in data analysis to validate the importance of extracted features in clinical 

diagnosis. The following parameters are analyzed based on Canadian covid 19 database and re- sults are plotted using 

graph [Fig.3]. 

 

• Gender, Age Analysis. 

• Transmitted through community exposures and recovered. 

• Cases recovered and not hospitalized. 

• Not hospitalized. 

• Not hospitalized and recovered 
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Patient status is taken from the dataset from Covid india dataset. First the data is given as input to preprocessing stage, and 

then given to training and testing sets. Impor- tant measures are R-squared score, MSE, MAE, and RMSE was used 

[Table.1]. 

 

Table 1: Cases calculation from Data sets 

 

Frequency Pattern Frequency
 

 Absolute Relative 

Community Exposure 169,000 23.21% 

Recovered 134,000 21.05% 

Not Hospitalized 115,800 15.90% 

Not Hospitalized, Not Recovered 163,000 22.39% 

Community Exposure, Recovered 58,000 7.97% 

Recovered ,Not Hospitalized 88,300 12.13% 

Covid Dataset 728100 100% 

 

PERFORMANCE MEASURES 

 

The performance of ML are analyzed based on R squared score, Mean Square Error (MSE), Root Mean Square Error 

(RMSE) and Mean Absolute Error (MAE) 

  

 Squared score 

Regression model is denoted as 

 R2 =variance of model / total variance                                             …. (1)  

 

Mean Square Error (MSE) 

It calculates response time of the error and average square difference of the predicted values and real values. 
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                                                                                                                                      … (2) 

Mean Absolute Error (MAE): 

 

                     …. (3) 

 

It is the statistics is a calculation of errors that reflect a certain performance  

 

Root Mean Square Error (RMSE) 
Root mean square error is always used for prediction, and linear regressions to  

verify the research results. 

 

                   … .(4)  

 

Below [Table 2] results explains, the different methods of evaluation to calculate and estimate the covid condition and find 

out the statistical analysis accurately and quickly, In ML a sequence of regressions, models used such as linear regression, 

SVM, RF, polynomial regression, multi-regression, and Lasso regression models. 

 

 Table 2: Performance Measure Comparison 

  

 

Models 

 

R
2
 

 

MSE 

 

MAE 

 

RMSE 

 

Lasso 

 

86.29 

 

1839.5 

 

52.2 

 

127.12 

Decision tree 83.54 51.24 55.12 39.25 

Random forest 89.54 83.24 95.35 389.12 

SVM 11.24 2881.23 86.35 151.23 

PR 87.52 2143.11 83.27 139.52 

LR 85.43 2141.12 84.29 138.15 

 

CONCLUSION 

 

In this paper, Machine learning model of big data was analysed for COVID-19 crisis. An experimental outcome shows that 

ML model provides rich knowledge about charac- teristics of COVID-19 cases. Artificial Intelligence based machine 

learning technique helps the doctors for their medical occupation, serving them to get better precision of the analysis in a 

lesser time and make assessment faster effectively and efficiently. 
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