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ABSTRACT 

 

Providing services with different characteristic through IP network requires essential requirements to be 

considered: QoS, QoE, Traffic Identifications, and Measurements. QoS and QoE are essential requirements for 

the service provisioning whereas Traffic Identifications and Measurement are used to apply and ensure the 

quality of the delivered services. On the other hand, user requirements can be categorized into functional and 

non-functional requirements.  The users and applications requirements can be achieved using either 

deterministic or stochastic approaches. The dynamicity in the levels of service agreement between the user and 

the service provider makes it difficult to guarantee services level either if there service is requested from either 

one service provide or through service broker that get service from multiple providers.  Traffic Identification 

has a continuous enhancement and several open issues due to the fact that the several parameters that should be 

taken into consideration when developing algorithms for traffic identification such as: computational time, 

computational cost, accuracy, ground truth, and scalability. Measurements include multiple levels to be 

monitored and measured: network levels and user level. This paper shows the impact of heterogeneity in 

network performance and focus on the necessity to a framework for addressing the heterogeneity in services 

and users requirements to provide a dynamic QoS in IP network. 

 

Index Terms: IP networks, Performance management, Quality of Service, Traffic Identification, Simulation 

 

 

I.  INTRODUCTION 
 

This paper explores the impact of specific parameters on the network and application performance, the findings of the 

results approach the need for dynamicity for overcoming the heterogeneity. During the process of provisioning quality 

of service, we should pass through two main procedures, to identify the traffic in which a classification mechanism is 

applied then applying the Quality of Service Policy that is meet the requirements specification for each class of traffic. 

The Quality of Service (QoS) is defined in [1] as “set of qualities related to the collective behavior of one or more 

objects”. QoS consists of a multi valued concepts that have specifications such as: reliability, performance, robustness, 

and cost [2].  QoS properties have two classes: functional and non-functional [3]. There many methods for deploying 

QoS such as Over-provisioning, DiffServ, and Multi Protocol Label Switching. Over-provisioning is one of the 

solutions that provide enough resources to handle QoS issues [1][4]. DiffServ QoS model works at network layer [5], 

whereas IntServ model works at MAC layer [6] and IEEE.11e in wireless network [7].  

 
Multi Protocol Label Switching (MPLS) [8] was proposed to improve packet forwarding over the network. Other 

approaches are created to facilitated the management and improve QoS in IP home network such as the Autonomic 

Computing paradigm Approach [9] suggests self-properties for autonomous systems which consists of self-

configuration, Self-healing, Self-optimization, and Self-protection [10] to reduce network management complexity. IP 

home networks): Class-based QoS and Session-based QoS [1]. In applications that are implemented using Service 

Oriented Architectures as e-Business, it is essential to have QoS selection service [11]. Getting Web services with 

highly reliable and available are increasing which leads to the need of diverse range of QoS support [12]. Accompanied 

with implementing QoS, there is a necessity to evaluate performance and reliability, stochastic methods as single 

queuing, or Petri nets are used [13]. Models that are used for assessing performance can be categorized into two 

classes: analytical and simulation [13]. QoS has heterogeneous constraints with different metric units; these units 

should be converted to unified measurement units for the purpose of monitoring and matchmaking [14]. 

Traffic Identification is a main component used for putting traffic into classes or clusters to be able to apply QoS, 

therefore, the urgent need for the IP traffic classification is question less because it plays an important role in 

identifying applications for applying both QoS, and recognizing attacks to prevent intrusion for the network resources. 

Port-based technique depends on identifying the applications into UDP and TCP IP connection oriented or 
connectionless flows using ports that are registered in IANA. There are limitations in this approach because of 

emerging of new applications with undefined or dynamic port numbers and other application that use well known ports, 

these limitations have been indicated by many studies and emphasize on the inefficient of the Port-based classification 

[15-22]. Coralreef is an example for Port-based classification technique; it is a package of device drivers, libraries, 

http://www.fci.cu.edu.eg/Home
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classes, and applications [23]. The CoralReef software suite is a comprehensive collection of tools developed by 

CAIDA to collect, store, and analyze traffic data. This technique is not suitable for the time being because most of 

applications don’t follow the registered udp/tcp ports in IANA and many researches indicated that this techniques 

doesn’t achieve accuracy more that 70% [19], [20], [21], [24], [25]. Payload-based technique on the inspection of the 

packet content to identify the application, therefore, the classifier of this technique should be able to recognize on the 

pattern of the application [26]. The payload technique isn’t an accepted solution in many cases due to the following 
reasons: it is computationally expensive, it can’t deal with encrypted content, it requires the packet contents, and it 

violates the privacy legalization [27]. It is not suitable for real time cases [28].Behavioral-based technique relied on the 

captured social interaction [26].BLINC [29] is an example for this category of classifiers. BLINC has a host behavior 

patterns that is compared to the captured profile of the host at three levels: social, functional and finally the 

applications. BLINC has 28 different parameters to tune [30].The key idea in this technique is that it doesn’t rely on 

either the port numbers or the payload. This technique has some limitations such as: the inability to be used in real time 

environment due its classification speed, it need relevant amount of traffic flow to be able to correctly identify the 

application pattern [31].  

 
            

  Figure 1. Multi-level Classifier Components 

 

Due the limitations in port-based and payload-based, new multilevel techniques have been developed to overcome 

these limitations as [32] as indicate in Fig.1. The input to the classifiers may be online or offline. Machine Learning 

Classification techniques can train data and use data mining for several types of tasks. Weka application is an example 

that consists of a collection of algorithms that are used for executing classification problem. Most Weka Algorithms 

treats with the application classification as a statistical problem which depend on statistical feature such as: number of  
packets,  packet  size,  inter  arrival  time The key advantage of this algorithm is that there is no need for packet 

payload [33]. QoS and Traffic Identification has multiple approached to be applied. To address the heterogeneity in 

types of both QoS, and Traffic Identification, we can use methods as Ontology, Semantic, and taxonomies. 

 

Defining logical correlation using Semantic associations can be used in the recent heterogeneous telecom networks 

[34]. [1] The ITU-T Rec. X.641 ontology allows us to describe the QoS requirements of multimedia services. The 

author in [35] introduces a semantic QoS ontology model which avail a standard generic ontology for arbitrary QoS 

features. Ontology is a defined as a specification of a conceptualization of a knowledge domain, qualities of services in 

our case [13][34].  Ontology in QoS is used to provide methods to advertise offerings, to rate the services, to provide a 

shared and common description for the QoS which reduces the semantic heterogeneity between component 

descriptions, and provides reasoning mechanisms on [13][36][2]. OWL [37] is the Web Ontology Language which is 
based upon the Resource Description Framework (RDF), and RDF is built upon XML.  OWL-S [38] is OWL ontology 

for describing web services.[36] QoSOnt was developed by a process of examining existing QoS specification 

languages [39][40]. QoSOnt represents many of the commonalities discovered between the QoS specification 

languages [36]. The ontologies fall into three layers as shown in Figure 2[36]. 
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Figure 2. Layers of Ontology 
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The base QoS layer contains generic concepts relevant to QoS [36]. It also allow to define the network resource 

nonfunctional features with network resource ontology and integrating it into the resource profiles enables quality-

aware network resource selection and composition and networking interoperability [41]. A semantic based approach 

for QoS driven service discovery is proposed to assist clients to select the best services [14] which are selected 

according to the functional requirements and dynamic Qualities of Services (QoS) requirements. There are roles in 

Web Service model that need to be defined using QoS ontology [42]. 

 

SLA contract includes QoS requirements and penalties between customer and service providers [43]. It includes offer, 

counter offer, negotiation, provisioning, and continual monitoring services [44][45]. Other authors, Buyya and 

colleagues, indicated aspects of Cloud as dynamic scalability, and service level agreement [43]. To maximize the 

resource usage, some algorithms as [46] describe a QoS brokering service while trying to meet the user-defined QoS 

requirements. Using of Ontologies also address dynamic service selection [47].  

 

According to the definition [48], “A Cloud is a type of parallel and distributed system consisting of a collection of 

inter-connected and virtualized computers that are dynamically provisioned and presented as one or more unified 

computing resource(s) based on service-level agreements established through negotiation between the service providers 

and consumers”. Major motivations to adopt Cloud services include reasonable price as they are offered in economy of 

scale, and transferring responsibility of maintenance, backups, and license management to Cloud service providers. 

This paper is aiming at finding out the requirements for addressing the heterogeneity phenomena by designing a 

network setup that host three applications and study the impact of changing the application characteristics and the 

metrics of the QoS and envision the needs for getting a dynamic and adaptable network environment. 

 

This paper is organized as follows. Section 1: introduce a background about the different components of to provide 

QoS, Section 2: the related works, Section 3: configuration scenarios, Section 4: discussion, section 5: conclusion and 

future work.  

 

II. RELATED WORK 

 

The network configuration management in [49] is considered a complex process due to the heterogeneity in the 

command line interface that is developed by each manufacture. The author in [49] discusses the heterogeneity in the 

configuration of network management, it develop a data model using restricted form of ontology to accommodate 

network configuration in a vendor-independent fashion. This approach is used for alleviating the interoperability issues 

in heterogeneous network environment by easing out discrepancies between the command line syntax 

and structure of various devices [49]. 

 

III. PROBLEM STATEMENT  

 

Heterogeneity in computer networks leads to difficulties in providing QoS to service requesters. We will focus in three 

kinds of heterogeneity: network technologies, network applications, and users’ services requirements. A heterogeneity 

phenomenon is against scalability, flexibility, and unity. To address heterogeneity, standardization among the different 
parties is required to provide interoperability. Achieving adaptation to dynamic changes in the three different 

parameters is our concern to address the heterogeneity problem. From our reading, heterogeneity appeared in 

eighteen’s. The significant of addressing the heterogeneity issue has two perspectives, the user which represented in 

getting the best performance for the required service and the service broker will assist the user to get the correct 

decision in the selecting the appropriate service provider. The second perspective is the service provider which 

represented in using a reusable/shared Ontology will assist in achieving the required service level of quality for the 

customers. 

 

IV. PROPOSED NETWORK DESIGN 

 

In this setup, we get the number of the staff that should use the Egyptian Universities Network (EUN) in 2014 [59][60] 

Egypt includes 24 public universities and according to Central Agency for Public Mobilization and Statistics 

(CAPMAS), the number of graduates from public universities in 2012/2013 is 325,358[60][61] the staff members in 

these universities is 83,375[62]. Egyptian Universities Network (EUN) was founded in 1987 and it serves staff 

members in all public universities [63]. EUN provides academic community with Internet using 1Gbps internet 

bandwidth [63]. 
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A. Network Design 

 
 

Figure 3. Network Design Layout 

 

In our configuration scenarios, we will assume that we have a data center in EUN that host applications that will be 

used for staff members and the students in the graduation year to implement their projects and research papers that 

needs virtual machines with specific: hardware, platform, software applications, and Internet bandwidth. Assuming that 

the number of users from students and staff members that need virtual machines to develop and test their activities is 

81,746, this number represents 20 percent of the total number of staff members and students. We have assumed that 

there three applications that will be used by the university staff which are HTTP, SQL, and DNS, the request size of the 

requests for each applications are based on the type of each application[65][66][67]. Our proposed network setup is 

represented in Figure 3.  
 

B. Used Methods 

 

Cloud Analyst [64][61] is a simulator that will be used to illustrate the impact of heterogeneity in cloud environment. 

CloudAnalyst provides information about metrics such as:  response time of requests, and processing time of requests 

Realizing the impact of variation in applications and the number of simultaneous users is difficult to be done in real 

tested, the existing of tools such as CloudAnalyst facilitate this process [64].   

 

V. EXPERIMENT 
 

In configuration scenarios, the used configuration parameters are classified into two categories. Category 1 is the 

global constants which represent the parameters that will not be changed in all experiments. Category 2 is the 

constants parameters that will be changed for each experiment and it will not be change during the trails in each case. 
 

A. Global Constant Parameters 
 

Table 1 indicates the constants parameters that will be used through all experiments: 

 

Table 1. Global Constant Parameters 
 

Simulation Time 24 hours 

Number of Users on average 80,000 

Maximum Number of Users on average 20,000 

Physical Servers 10 

User grouping factor 80,000 user 

Request Grouping factor: 60 

concurrent 

request 

Executable instruction length 250 byte 

Type of load balancing Round 

robin 

Service Broker Bandwidth 100,000 

Mbps 

Physical Machine Bandwidth 1000 Mbps 
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B. Case 1: Changing in Number of Data Centers 

 

Table 2 indicates the constants parameters that will be used in Case 1: 

 

Table 2. Case 1, constant parameters 
 

 

 

 

 

 

 

 

The Variables used in Case 1 are indicated as follows:  

 

 # of data centers: 1, 2, and 3. 

 Broker Policy: Time Optimization or the closest or dynamic reconfiguration. 
 

Figure 4 indicates the results of Case 1 

 

 
 

Figure 4. Case 1 Changing in Number of Data Centers 

 

C. Case 2: Changing in Number of Virtual Machines and Applications 

 

Table 4 indicates the constants parameters that will be used in Case 2 (a), Case 2 (b), and Case 2 (c): 

 

Table 4. Case 2: constant parameters 
 

# of Data Centers 3 

DNS request Size 520 byte 

HTTP request size 1600 Kbyte 

SQL request size 1048576 byte 

 

The Variables used in Case 2 are indicated as follows:  

 

 # of Virtual Machines: 10,15,20,25,and 30 

 Applications: DNS, MS SQL, and HTTP 

 

Figure 5 indicate the results of Case 2 (a, b, c), in this case only DNS traffic is running 
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Figure 5. Case 2, Changing in Number of Virtual Machines and Applications 

 

D.  Case 3: Changing in Each Data Center Bandwidth 

 

Table 8. Case 3: constant parameters 

 

 

 

 

 

 

 

The Variables used in Case 3 (a) are indicated as follows: Internal Bandwidth: 3000, 3500, 4000, 4500, and 5000 

Mbps. Figures 6 and 7 indicate the results of Case 3 (a, b), in this case of changing internal and external bandwidth of 
the data centers.  

 
 

Figure 6. Case 3(a), Changing in Each Data Center Bandwidth 

 

 
 

Figure 7. Case 3(b), Changing in Bandwidth among 
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Data Centers 

 

E. Case 4: Changing in Latency Time 

 

Table 11 indicates the constants parameters that will be used in Case 4 

 

Table 11: Case 4 Constant Parameters 

 

# of Data Centers 3 

Applications  HTTP 

Data Size Per Request 1638400 byte 

Virtual Machines 10  

 

The Variables used in Case 4 are Delay: 30, 35, 40, 45, and 50 ms. Figure 8 indicates the results of Case 4, in this case 
of changing latency. 

 

 
 

Figure 8. Case 4, Changing in Latency Time 

 

V. DISCUSSION 

 

In case 1: Figure 4 indicates that increasing the number of data centers and selecting the proper service broker policy 

improve the average time response from 32764.80 msec to 30830.64 msec using three data centers to provide the 

hosting services for students in Africa region, it is also noted in case 1 that the Service Time is almost the same because 

there no changes in the number of virtual machine and their specifications are the same. 

 

In case 2: Figure 5 indicates that for DNS, HTTP, and SQL traffic, there are very few changes with the changing in the 

number of virtual machines from 10 to 30 VM. The minimum average response time was 109 msec in DNS, and 
increased to  62588 msec in HTTP which shows the effect of application type in the increasing of response time. 

 

In case 3,  Figures 6,7  indicate that when changing the bandwidth concerned with each data center, from 3000 Mbps 

to 5000 Mbps the average response time changed from 67 sec to 62 sec which is not suitable for HTTP traffic. We have 

assumed that the accepted response time value should be less 2 sec. Therefore, we have run other experiments starting 

from 15 Gbps to 55 Gbps till we get a response time less than 2 sec. 

 

In case 4,   Figure 8 indicates that changing latency time which represents the time of network equipment inside each 

data center from 50 msec to 30 msec doesn’t have a remarkable impact because the value of this latency time is small. 

 

CONCLUSION AND FUTURE WORK 

 
The comparative analysis for the four cases indicates that for our assumed scenario of staff of Egyptian University 

Network, if there are connectivity with two other data centers and applications DNS, HTTP, and SQL. 55 Gbps is 

appropriate value for HTTP traffic. Case 1 indicates that the changing of the service broker policy have a great impact 

in traffic distribution among the different data center and improve the performance by average response time by 6 

percent approx. Case 2 shows that the increasing in number if virtual machines doesn’t have an impact in improving 
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the response time. Also, case 2 indicate the application type determines the request size and this value increase the 

average response time value from 109.49 in DNS to 62588.38 in HTTP. Case 3 indicates that the bandwidth between 

the users and data center have a great impact than latency time due to the fact that the increasing in number of users 

increase the amount of the required bandwidth among the data centers and the users and the experiments indicate that 

55 Gbps bandwidth is sufficient for an accepted HTTP response time. Case 4 indicates that latency time plays less 

important role in the assumed case due to the low value which is near to the reality. The overall cases indicate the 
necessity to have  a model the heterogeneity in: the characteristic of the existing networks, the needs of applications 

and the user requirements. The new model will include common components and specific components.  Common 

components represent user requirements and network applications and it consists of the essential components that are 

required for the provisioning of services.  Specific components that belong to each provider. The main feature for this 

framework is to address the heterogeneity phenomena with the IP networking. 
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