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I. INTRODUCTION

The wide adoption of Internet has fundamentally altered the ways in which we communicate, gather information, conduct businesses and make purchases. As the use of the World Wide Web, computer scientists and physicists rushed to characterize this new phenomenon. While initially they were surprised by the tremendous variety the Internet demonstrated in the size of its features, they discovered a widespread pattern in their measurements.

The expansion of the World Wide Web (Web for short) [1] has resulted in a large amount of data that is now in general freely available for user access. The different types of data have to be managed and organized in such a way that they can be accessed by different users efficiently. Therefore, the application of data mining techniques on the Web is now the focus of an increasing number of researchers. Several data mining methods are used to discover the hidden information in the Web. However, Web mining does not only mean applying data mining techniques to the data stored in the Web. The algorithms have to be modified such that they better suit the demands of the Web. New approaches should be used which better fit the properties of Web data [2]. Furthermore, not only data mining algorithms, but also artificial intelligence, information retrieval and natural language processing techniques can be used efficiently.

II. LITRATURE REVIEW

It was Etzioni [3] who first coined the term web mining. Etzioni starts by making a hypothesis that the information on the web is sufficiently structured and outlines the subtask of web mining. Cooley et al; Srivastava et al. [4] define Web usage mining as a three-phase process, consisting of preprocessing, pattern discovery, and pattern analysis. Their prototype system, Web SIFT, first performs intelligent cleansing and preprocessing for identifying users, server sessions, and inferring cached page references through the use of the referrer field, and also performs content and structure preprocessing [5]. Wang et al. in [6] surveys the caching studies taking into account many issues such as caching architectures, replacement policies, cache routing, dynamic caching, fault tolerance, security, etc. Padmanabhan [2] use dependency graph for prediction and prefetching. Their prediction algorithm construct a dependency graph that depicts the pattern of accesses to different file stored at the server. M. Eirinaki [7] use Association rules are used in order to discover the pages which are visited together even if they are not directly connected, which can reveal associations between groups of users with specific interest. MOBASHER [8] showed the evidence that web request follow a Zipf-like distribution. He first investigates the page request distribution seen by web proxy cache using traces from a variety of sources. Lei Shi [9] presents the Web object popularity based model on zipf–like law, introduces the stability concept of the web system, and calculate the upper bound for the minimum length of the request stream in order to get stability.

III. PROPOSED SCHEME

For finding the page to be prefetched first the proxy server raw log is processed using the data preprocessing technique of web usage mining. On the preprocessed log various web mining techniques such as rough set theory for finding clusters, markov and association rule mining is applied on the clustered set of the pages. Applying all these techniques [10-13] the frequently visited pattern are determined. On these patterns the zipf estimator is applied to determine the probability of next page access and that pages are prefetched in the cache.
The basic operating principle of a proxy server is quite simple: It is server which acts as a "proxy" for an application by making a request on the Internet in its stead. This way, whenever a user connects to the Internet using a client application configure to use a proxy server, the application will first connect to the proxy server and give it its request. The proxy server then connects to the server which the client application wants to connect to and sends that server the request. Next, the server gives its reply to the proxy, which then finally sends it to the application client.

**WEB MINING:**

The web is a vast collection of completely uncontrolled heterogeneous documents. Thus, it is huge, diverse, and dynamic, and raises the issues of scalability, heterogeneity, and dynamism, respectively.

Web mining can be broadly defined as the discovery and analysis of useful information from the WWW. In web mining data can be collected at the server side, client side, proxy servers, or obtained from an organization’s database. Depending on the location of the source, the type of collected data differs. It also has extreme variation both in its content (e.g., text, image, audio, symbolic) and meta information that might be available. This makes the techniques to be used for a particular task in web mining widely varying. Some of the characteristics of web data are: 1) Unlabeled; 2) Distributed; 3) Heterogeneous (mixed media); 4) Semi structured; 5) Time varying; 6) High dimensional
1) **Information Retrieval (IR) (Resource Discovery):** Resource discovery or IR deals with automatic retrieval of all relevant documents, while at the same time ensuring that the non-relevant ones are fetched as few as possible. The IR process mainly includes document representation, indexing, and searching for documents. An index is, basically, a collection of terms with pointers to places where the information about documents can be found.

2) **Information Selection/Extraction and Preprocessing:** Once the documents have been retrieved the challenge is to automatically extract knowledge and other required information without human interaction. Information extraction (IE) is the task of identifying specific fragments of a single document that constitute its core semantic content.

3) **Generalization:** In this phase, pattern recognition and machine learning techniques are usually used on the extracted information. Most of the machine learning systems, deployed on the web, learn more about the user’s interest than the web itself. A major obstacle when learning about the web is the labeling problem: data is abundant on the web but it is unlabeled. Many data mining techniques require inputs labeled as positive (yes) or negative (no) examples with respect to some concept.

4) **Analysis:** Analysis is a data-driven problem which presumes that there is sufficient data available so that potentially useful information can be extracted and analyzed. Humans play an important role in the information or knowledge discovery process on the web since the web is an interactive medium. This is especially important for validation and or interpretation of the mined patterns which take place in this phase.

Web mining can be categorized in to three area of interest based on which part of the web to mine: a) **Web content mining**; b) **Web usage mining**; c) **Web structure mining**
Proxy server log: The records of all the users/clients that send requests to the server are kept on the web logs which are used to form the mineable warehouse. These warehouses are used to track the user activity. The user activity is tracked and recorded in these warehouses in the form of logs maintained by the proxy server. Since a proxy server sits between the client and the web server, it is comparatively easy to manage than the web server logs especially when it has to maintain the log for limited clients.

Figure 1.6: Prefetching the document at Proxy side

IV. METHODOLOGY

K-Order Markov Model and Association Rule: After dividing user sessions into a number of clusters, Markov model analyses [14-15] are carried out on each of the clusters. Markov models are used in the identification of the next page to be accessed by the Web site user based on the sequence of previously accessed pages. Let \( P = \{p_1, p_2, \ldots, p_m\} \) be a set of pages in a Web site. Let \( W \) be a user session including a sequence of pages visited by the user in a visit. Assuming that the user has visited \( l \) pages, then \( \text{prob}(p_i | W) \) is the probability that the user visits pages \( p_i \) next. Page \( P_{l+1} \) the user will visit next is estimated by:

\[
P_{l+1} = \arg\max_{p \in P} \{P(p_{l+1} = p | W)\}
\]

This probability, \( \text{prob}(p_i | W) \) is estimated by using all sequences of all users in history (or training data), denoted by \( W \). Naturally, the longer \( l \) and the larger \( W \), the more accurate \( \text{prob}(p_i | W) \). However, it is infeasible to have very long \( l \) and large \( W \) and it leads to unnecessary complexity. Therefore, a more feasible probability is estimated by assuming that the sequence of the Web pages visited by users follows a Markov process that imposes a limit on the number of previously accessed pages \( k \). In other words, the probability of visiting a page \( p_i \) does not depend on all the pages in the Web session, but only on a small set of \( k \) preceding pages, where \( k << l \).

The equation become

\[
P_{l+1} = \arg\max_{p \in P} \{P(p_{l+1} = p | p_l, p_{l-1}, \ldots, p_{l-(k-1)})\}
\]

Where \( k \) denotes the number of the preceding pages and it identifies the order of the Markov model. The resulting model of this equation is called the all \( k \)th order Markov model. Of course, the Markov model starts calculating the highest probability of the last page visited because during a Web session, the user can only link the page he is currently visiting to the next one.

Let \( S_j \) be a state containing \( k \) pages, \( S_j = (p_{l-k+1}, p_{l-k+2}, \ldots, p_l) \) The probability of \( \text{prob}(p_i | S_j) \) is estimated as follows from a history (training) data set.

\[
P(p_i | S_j) = \frac{\text{Frequency}(S_j,p_i)}{\text{Frequency}(S_j)}
\]
The fundamental assumption of predictions based on Markov models is that the next state is dependent on the previous \( k \) states. The longer the \( k \) is, the more accurate the predictions are.

V. IMPLEMENTATION AND RESULT

An architecture developed in the implementation stage suggested the prefetching the web pages from WWW on the proxy server with the Zipf estimator [16-18] can make the pronounceable change in the predicting and prefetching the web pages from the proxy server. However the test collection was too small to allow the effectiveness of the Zipf estimator to be assessed.

Furthermore it covers:

- Demonstrate the use of Zipf estimator to calculate the probability of web page that is to be prefetched by the proxy server.
- To evaluate the effectiveness of the Zipf estimator

OUR APPROACH: ZIPF ESTIMATOR

- We have divided the system in to two parts: Rule formulator and Rule Selector.
- Rule Formulator: By applying the data mining techniques such as clustering, Markov model and association rule the rule is formed from the data mart. Data mart is the cleaner version of the proxy log after preprocessing.
- Rule Selector: The rules formed by the rule formulator are extracted by the rule selector. Rule selector phase is further divided in to two phase: Rank analysis and the probability calculator. For calculating the probability the Zipf estimator is implemented.
- Zipf estimator is based on Zipf law. Zipf's Law states that frequency of terms in a set of text collection follows a power law distribution. By the Zipf estimator the probability of accessing the next page can be computed efficiently.

RESULTS

A Raw proxy log is show in the table below:

<table>
<thead>
<tr>
<th>#</th>
<th>IP Address</th>
<th>Userid</th>
<th>Time</th>
<th>Method/ URL/ Protocol</th>
<th>Status</th>
<th>Size</th>
<th>Referred</th>
<th>Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>123.456.78.9 - [25/Apr/2009:03:04:41 -0500]</td>
<td>&quot;GET home.html HTTP/1.0&quot;</td>
<td>200</td>
<td>3290</td>
<td>Mozilla/3.04 (Win95, I)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>123.456.78.9 - [25/Apr/2009:03:05:34 -0500]</td>
<td>&quot;GET carrier.html HTTP/1.0&quot;</td>
<td>200</td>
<td>2050 home.html Mozilla/3.04 (Win95, I)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>123.456.78.9 - [25/Apr/2009:03:05:39 -0500]</td>
<td>&quot;GET admission.html HTTP/1.0&quot;</td>
<td>200</td>
<td>4130</td>
<td>Mozilla/3.04 (Win95, I)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>123.456.78.9 - [25/Apr/2009:03:05:40 -0500]</td>
<td>&quot;GET inst.jpg HTTP/1.0&quot;</td>
<td>200</td>
<td>4130</td>
<td>Mozilla/3.04 (Win95, I)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>123.456.78.9 - [25/Apr/2009:03:06:41 -0500]</td>
<td>&quot;GET image.gif HTTP/1.0&quot;</td>
<td>200</td>
<td>4130</td>
<td>Mozilla/3.04 (Win95, I)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>123.456.78.9 - [25/Apr/2009:03:06:02 -0500]</td>
<td>&quot;GET facility.html HTTP/1.0&quot;</td>
<td>200</td>
<td>5096 B.html Mozilla/3.04 (Win95, I)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>123.456.78.9 - [25/Apr/2009:03:06:58 -0500]</td>
<td>&quot;GET home.html HTTP/1.0&quot;</td>
<td>200</td>
<td>3290</td>
<td>Mozilla/3.01 (X11, I, IRIX6.2, IP22)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
After cleaning the unwanted file we get the reduced log.

### Table 1.2: Table after data cleaning

<table>
<thead>
<tr>
<th>#</th>
<th>IP Address</th>
<th>Userid</th>
<th>Time</th>
<th>Method/ URL/ Protocol</th>
<th>Status</th>
<th>Size</th>
<th>Referred</th>
<th>Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8123.456.78.9</td>
<td>-</td>
<td>[25/Apr/2009:03:07:42 -0500]</td>
<td>GET carrier.html HTTP/1.0</td>
<td>200</td>
<td>2050</td>
<td>home.html</td>
<td>Mozilla/3.01 (X11, I, IRIX6.2, IP22)</td>
</tr>
<tr>
<td>2</td>
<td>9123.456.78.10</td>
<td>-</td>
<td>[25/Apr/2009:03:07:55 -0500]</td>
<td>GET cse.html HTTP/1.0</td>
<td>200</td>
<td>8140</td>
<td>admission.html</td>
<td>Mozilla/3.04 (Win95, I)</td>
</tr>
<tr>
<td>3</td>
<td>10 123.456.78.10</td>
<td>-</td>
<td>[25/Apr/2009:03:09:50 -0500]</td>
<td>GET placement.html HTTP/1.0</td>
<td>200</td>
<td>1820</td>
<td>home.html</td>
<td>Mozilla/3.01 (X11, I, IRIX6.2, IP22)</td>
</tr>
<tr>
<td>4</td>
<td>11 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:03:10:02 -0500]</td>
<td>GET hostel.html HTTP/1.0</td>
<td>200</td>
<td>2270</td>
<td>facility.html</td>
<td>Mozilla/3.04 (Win95, I)</td>
</tr>
<tr>
<td>5</td>
<td>12 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:03:10:45 -0500]</td>
<td>GET course.html HTTP/1.0</td>
<td>200</td>
<td>9430</td>
<td>placement.html</td>
<td>Mozilla/3.01 (X11, I, IRIX6.2, IP22)</td>
</tr>
<tr>
<td>6</td>
<td>13 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:03:12:23 -0500]</td>
<td>GET counselling.html HTTP/1.0</td>
<td>200</td>
<td>7220</td>
<td>Carrier.html</td>
<td>Mozilla/3.04 (Win95, I)</td>
</tr>
<tr>
<td>7</td>
<td>14 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:05:06:03 -0500]</td>
<td>GET examination.html HTTP/1.0</td>
<td>200</td>
<td>1680</td>
<td>home.html</td>
<td>Mozilla/3.04 (Win95, I)</td>
</tr>
<tr>
<td>8</td>
<td>15 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:05:05:22 -0500]</td>
<td>GET home.html HTTP/1.0</td>
<td>200</td>
<td>3290</td>
<td>Mozilla/3.04 (Win95, I)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>16 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:05:05:42 -0500]</td>
<td>GET carrier.html HTTP/1.0</td>
<td>200</td>
<td>2050</td>
<td>home.html</td>
<td>Mozilla/3.01 (X11, I, IRIX6.2, IP22)</td>
</tr>
<tr>
<td>10</td>
<td>17 123.456.78.11</td>
<td>-</td>
<td>[25/Apr/2009:05:10:02 -0500]</td>
<td>GET hostel.html HTTP/1.0</td>
<td>200</td>
<td>2270</td>
<td>facility.html</td>
<td>Mozilla/3.04 (Win95, I)</td>
</tr>
</tbody>
</table>
VI. CONCLUSIONS AND FUTURE SCOPE

Prefetching is characterized as one of the most efficient schemes to further reduce the user access latency, but runs the risk of increasing network traffic. Most of the approaches attempt to prefetch web objects according to some kind of criteria. The Web page access prediction accuracy can be improved by integrating all three prediction models: Markov model, Clustering and association rules according to certain constraints. After that Zipf Estimator can be applied on the rule generated from the previous phase. Our result allow a web prefetcher to take the advantage of Zipf law to accurately determine the probability of next page to be accessed. Efficient prefetching is very important for prefetching the next page. Zipf law holds the promise of more effective use of network resources.

Usage patterns discovered through Web usage mining are effective in capturing item-to-item and user-to-user relationships and similarities at the level of user sessions. However, without the benefit of deeper domain knowledge, such patterns provide little insight into the underlying reasons for which such items or users are grouped together. Furthermore, the inherent and increasing heterogeneity of the Web has required Web-based applications to more effectively integrate a variety of types of data across multiple channels and from different sources. Thus, a focus on techniques and architectures for more effective integration and mining of content, usage, and structure data from different sources is likely to lead to the next generation of more useful and more intelligent applications, and more sophisticated tools for Web usage mining that can derive intelligence from user transactions on the Web.
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