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Abstract:  Economic Load Dispatch (ELD) is an important topic in the operation of power plants which can help to 

build up effecting generating management plans. The ELD problem has non smooth cost function with equality and 

inequality constraints which make it difficult to be effectively solved. This paper present various techniques for 

solving economic load dispatch. A large number of iterations and oscillation are those of major concern using 

various methods. Each method has its own merits and demerits for solving ELD.  
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Introduction 

 

The main objective of Economic Load Dispatch (ELD) is to minimize the fuel cost while satisfying the load demand.  
Traditionally, the cost function of each generator has been approximately represented by a single quadratic cost function. 

Practically, operating conditions of many generating units require that the generation cost function be segmented as 

piecewise quadratic functions. Therefore, it is more realistic to represent the generation cost function as a piecewise 

quadratic cost function. There are several methods for solving Economic Load Dispatch such as lambda iteration, Newton, 

gradient, linear programming, base point and participation factor etc.  Complex constrained ELD is addressed by intelligent 

methods such as evolutionary programming (EP), simulated annealing (SA), tabu search (TS),  dynamic programming 

(DP), Hopfield neural network (HNN),  genetic algorithm (GA), differential evolution (DE), and particle swarm 

optimization (PSO),  Bacterial Foraging Algorithm (BFA), quantum-inspired particle swarm optimization (QPSO),  

biogeography-based optimization (BBO). 

 

Problem Formulation 

 
The ELD problem is considered as a general minimization problem with constraints, and can be written in the following 

form: 

                                   Minimize f(x) 

 

Subjected to:              g(x) = 0 

                                   h(x) ≤ 0 

 

f(x) is the objective function,  g(x) and h(x) are respectively the set of equality and inequality constraints.  x is the vector of 

control and state variables. The control variables are generator active and reactive power outputs, bus voltages, shunt 

capacitors/reactors and transformers tap-setting. The state variables are voltage and angle of load buses. 

 

Objective function 

 

The economic load dispatch problem can be described as an optimization (minimization) process with the following 

objective function 

 

Min        
 
                          (1)                                                                                                   

 



 

 

International Journal of Enhanced Research in Science Technology & Engineering, ISSN: 2319-7463 
Vol. 3 Issue 10, October-2014, pp: (155-162), Impact Factor: 1.252, Available online at: www.erpublications.com 

Page | 62  

 

Where FCj (Pj) is the total cost function of the jth unit and Pj is the power generated by the jth unit  

Subject to power balance equation 

D=      
 
                         (2)                                                                                                                

 Where D is the system demand and PL is the transmission loss, and generating capacity   constraints: 

 

 Pj min ≤ Pj ≤ Pj  for j = 1, 2, 3…, n                                                                         (3) 

 Where Pj min and Pj max are the minimum and maximum power output of jth unit.         

  

The fuel cost function without valve-point loading of the generating unit by: 

  f (Pj) = aj + bj Pj + cj Pj
2                                    

 Where ng is the number of thermal units, Pgi  is the active power generation at unit i and ai,   bi and ci are the cost 

coefficients of the ith generator. 

 Now methods for solving this ELD problem are discussed below: 

 

Lambda Iteration  

 

 In Lambda iteration method lambda is the variable introduced in solving constraint optimization problem and is called 

Lagrange multiplier [1]. It is important to note that lambda can be solved at hand by solving systems of equation. Since all 

the inequality constraints to be satisfied in each trial the equations are solved by the iterative method. This method has used 

equal increment cost criterion for systems without transmission losses and penalty factors B matrix for considering the 

losses.  

 

Gradient Search Method 

 

This method works on the principle that the minimum of a function, f(x), can be found by a series of steps that always take 

us in a downward direction. In this method the fuel cost function is chosen to be of quadratic form. However, the fuel cost 
function becomes more nonlinear when valve point loading effects are included. 

 

Newton Method 

 

Newton’s method goes a step beyond the simple gradient method and tries to solve the   economic dispatch by observing 

that the aim is to always drive the gradient of function to zero. Generally, Newton’s method will solve for the correction 

that is much closer to the minimum generation cost in one cost in one step than would the gradient method. 

 

Linear Programming 

 

Linear programming (LP) is a technique for optimization of a linear objective function subject to linear equality and linear 
in-equality constraints. Informally, linear programming determines the way to achieve the best outcome (such as maximum 

profit or lowest cost) in a given mathematical model and given some list of requirements represented by linear equations.   

A linear programming method will find a point in the optimization surface where this function has the smallest (or largest) 

value. Such points may not exist, but if they do, searching through the optimization surface vertices is guaranteed to find at 

least one of them.  

 

Base Point and Participation Factor 

 

This method assumes that the economic dispatch problem has to be solved repeatedly by moving the generators from one 

economically optimum schedule to another as the load changes by a reasonably small amount. It is started from a given 

schedule called the base point. Next assumes a load change and investigates how much each generating unit needs to be 
moved in order that the new load served at the most economic operating point. 

 

Intelligent Methods 

 

Evolutionary Programming (EP), Simulated Annealing (SA), Tabu Search (TS) 

 

Although the heuristic methods do not always guarantee discovering globally optimal solutions in finite time, they often 

provide a fast and reasonable solution. EP can be a quite powerful evolutionary approach; however, it is rather slow 

converging to a near optimum for some problems. Both SA and TS can be quite useful in solving complex reliability 
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optimization problems; however, SA is very time consuming, and cannot be utilized easily to tune the control parameters of 

the annealing schedule. TS is difficult in defining effective memory structures and strategies which are problem dependent. 

 

Dynamic Programming (DP) 

 

When cost functions are no-convex equal incremental cost methodology can not be applied. Under such circumstances, 
there is a way to find an optimum dispatch which use dynamic programming method. In dynamic Programming is an 

optimization technique that transforms a maximization (or minimization) problem involving n decision variables into n 

problems having only one decision variable each. This is done by defining a sequence of Value functions V1, V2…..Vn ,  

with an argument y representing the state of the system. The definition of Vi(y) is the maximum obtainable if decisions 1, 2 

...I are available and the state of the system is y. The function V1 is easy to find. For I=2,...n, Vi at any state y is calculated 

from Vi -1 by maximizing, over the I-th decision a simple function (usually the sum) of the gain of decision i and the 

function Vi -1 at the new state of the system if this decision is made. Since Vi -1  has already been calculated, for the 

needed states, the above operation yields Vi for all the needed states. Finally, Vn at the initial state of the system is the 

value of the optimal solution. The optimal values of the decision variables can be recovered, one by one, by tracking back 

the calculations already performed. 

 

Hopfield Neural Network (HNN) 
 

Hopfield introduced in 1982[4] and 1984[5], the Hopfield neural networks have been used in many different applications. 

The important property of the Hopfield neural network is the decrease in energy by finite amount whenever there is any 

change in inputs. Thus, the Hopfield neural network can be used for optimization. Tank and Hopfield [13] described how 

several optimization problem can be rapidly solved by highly interconnected networks of a simple analog processor, which 

is an implementation of the Hopfield neural network. Park and others [6] presented the economic load dispatch for 

piecewise quadratic cost functions using the Hopfield neural network. The results of this method were compared very well 

with those of the numerical method in a hierarchical approach. King and Others [12] applied the Hopfield neural network in 

the economic and environmental dispatching of electric power systems. These applications, however, involved a large 

number of iterations and often shown oscillations during transients. This suggests a need for improvement in convergence 

through an adaptive approach, such as the adaptive learning rate method developed by Ku and Lee [2] for a diagonal 
recurrent neural network. 

 

Genetic Algorithm (GA), Differential Evolution (DE) 

 

GA ensures colony evolves and solutions change continually; however, sometimes it lacks a strong capacity of producing 

better offspring and causes slow convergence near global optimum, sometimes may be trapped into local optimum. Due to 

the premature convergence of GA, its performance degrades and its search capability reduces. Price and Storn [8] invented 

differential evolution (DE). It involves three basic operations, e.g., mutation, crossover, and selection, in order to reach an 

optimal solution. DE has been found to yield better and faster solution, satisfying all the constraints, both for uni-modal and 

multi-modal system, using its different crossover strategies. But when system complexity and size increases, DE method is 

unable to map its entire unknown variables together in a better way. In DE all variables are changed together during the 

crossover operation. The individual variable is not tuned separately. So in starting stage, the solutions moves very fast 
towards the optimal point but at later stage when fine tuning operation is required, DE fails to give better performance. 

 

Particle Swarm Optimization (PSO) 

 

In the mid 1990s, Kennedy and Eberhart invented PSO [10].  In PSO there are only a few parameters to be adjusted, which 

make PSO more attractive. Simple concept, easy implementation, robustness and computational efficiency are the main 

advantages of the PSO algorithm. A closer examination on the operation of the algorithm indicates that once inside the 

optimum region, the algorithm progresses slowly due to its inability to adjust the velocity step size to continue the search at 

a finer grain. So for multi-modal function, particles sometimes fail to reach global optimal point. When compared with 

other methods, the PSO is computationally inexpensive in terms of memory and speed. The most attractive features of PSO 

could be summarized as: simple concept, easy implementation, fast computation, and robust search ability. 

 

Artificial Immune System (AIS)  
 

 Artificial Immune System (AIS) [11] is another population based or network-based soft computing technique in the field of 

optimization that has been successfully implemented in various power system optimization problems. In each iteration of 
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AIS, many operations like affinity calculation, cloning, hyper-mutation, and selection are performed. During cloning, 

operation size of population also increases. Due to increase in number of operations, and larger size of population, 

convergence speed of AIS is much slower than DE or PSO. 

 

Bacterial Foraging Algorithm (BFA) 

 
 Inspired from the mechanism of the survival of bacteria, e.g., E. coli, an optimization algorithm, called Bacterial Foraging 

Algorithm (BFA) [7], has been developed. Chemotaxis, reproduction and dispersion are the three processes with the help of 

which global searching capability of this algorithm has been achieved. These properties have helped BFA to be applied 

successfully in several kinds of power system optimization problems. But constraints satisfaction creates little trouble in 

BFA. 

 

Quantum-inspired Evolutionary Algorithm (QEAs) 

 

The quantum-inspired evolutionary algorithms (QEAs) [9], is then proposed, are based on the concepts and principles of 

quantum computing, which can strike the right balance between exploration and exploitation more easily when compared 

with conventional EAs. Meanwhile, the QEAs can explore the search space with a smaller number of individuals and 

exploit global solution within a short span of time. In the research of the QEAs and PSO, quantum-inspired particle swarm 
optimization (QPSO) is proposed. Two main definitions used in the QEAs are introduced: quantum bit and quantum 

rotation gate. Quantum bit is used as probabilistic representation of particles, defined as the smallest information unit. A 

string of quantum bits consists of a quantum bit individual. Also, quantum rotation gate is defined as an implementation to 

drive individuals toward better solutions and eventually find global optimum. Furthermore, three definitions in immunology 

are introduced: individual affinity, individual concentration, and selection possibility. They are used in the implementations 

of self-adaptive probability selection and chaotic sequences mutation, which can improve the algorithm search performance 

by increasing population diversity and preventing premature convergence. Here it should be noted that the proposed QPSO 

is a novel PSO, not a quantum algorithm.  

 

Biogeography-Based Optimization (BBO) 

 
Very recently, a new optimization concept, based on biogeography, has been proposed by Simon.  Biogeography is the 

nature’s way of distributing species. Let us consider an optimization problem with some trial solutions of it. In BBO [3], a 

good solution is analogous to an island with a high Habitat Suitability Index (HSI), and a poor solution represents an island 

with a low HSI. High HSI solutions resist change more than low HSI solutions. Low HSI solutions tend to copy good 

features from high HSI solutions. The shared features remain in the high HSI solutions, while at the same time appearing as 

new features in the low HSI solutions. This is as if some representatives of a species migrating to a habitat, while other 

representatives remain in their original habitat. Poor solutions accept a lot of new features from good solutions. This 

addition of new features to low HSI solutions may raise the quality of those solutions. This new approach to solve a 

problem is known as biogeography-based optimization (BBO). BBO works based on the two mechanisms: migration and 

mutation. BBO, as in other biology-based algorithms like GA and PSO, has the property of sharing information between 

solutions. Besides, the algorithm has certain unique features which overcome several demerits of the conventional methods 

as mentioned below: 

 

1) In BBO and PSO, the solutions survive forever although their characteristics change as the optimization process 

progresses. But solutions of evolutionary-based algorithms like GA, EP, DE, etc. “die” at the end of each 

generation. Due to presence of crossover operation in evolutionary-based algorithms, many solutions whose fitness 

are initially good sometimes lose their quality in later stage of the process. In BBO there is no crossover like 

operation; solutions get fine tuned gradually as the process goes on through migration operation. Elitism operation 

has made the algorithm more efficient in this respect. This gives an edge to BBO over techniques mentioned 

above. 

 

2) In PSO, solutions are more likely to clump together in similar groups, while in BBO, solutions do not have the 

tendency to cluster due to its new type of mutation operation. This is an added advantage of BBO in comparison to 
PSO. 

 

3) BBO involves fewer computational steps per iteration compared to AIS. This results in faster convergence. 
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4) In BBO poor solutions accept a lot of new features from good ones which may improve the quality of those 

solutions. This is a unique feature of BBO algorithm compared to other techniques. At the same time this makes 

constraint satisfaction much easier, compared to that in BFA. 
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