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Abstract: The fuzzy logic controller for mobile robots that tuned by genetic algorithm is designed for path 

planning in unknown environments. The path planning is very important for moving a robot to a specific 

position even there is a changing in the environment. The robot should recognize the environment around 

himself by using navigation plan which make the robot to accomplish the mission. This design has two levels: the 

planner level and motion controller level. The planner level based on visual data by Speeded Up Robust Features 

algorithms to generate the path to the destination and avoid obstacles. The motion controller responsible about 

the wheels velocity of the robot. The simulations results show a good performance for the approach as well as the 

real experiments show the applicability of the system.  
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 Introduction 

 

Making a robot to move from start point to a specific position in a constantly changing environment is the greatest goal 

in a navigation system. To do so, the robot should recognize the environment around itself by using the navigation plan 

which can make the robot to accomplish the mission using a set of sensors in the varying environment [1]. Different 

methods and approaches have been developed to solve the path planning problem, such as the cell decomposition, road 

map and potential field [2, 3]. Most of these methods were based on the concept of space configuration [4]. These 

techniques show lack of adaptation and a non robust behavior. To overcome the weakness of these approaches 

researchers explored variety of solutions [5]. Therefore, in order to have a suitable motion planning scheme in an 

unknown environment, the control system should be able to adapt in nature. The soft computing or intelligent systems 

include such as fuzzy logic, genetic  algorithm, neural network can solve such complex real-world problems within a 

reasonable accuracy [6, 7]. The non-holonomic constraints of the wheeled mobile robots make it difficult to derive stable 

trajectory control laws [8]. Moreover, there are few limitations because of the geometric relation among the positions of 

the robot with respect to the target. 

The main issues of the mobile robot navigation in unknown dynamic environment can be divided into three parts. First, 

find the exact position for robot, target and obstacles by using computer vision system. Second, navigate to the target by 

using the coordinate information. Finally, follow the planned path and detect any new obstacles in the path. This system 

is very important for some tasks and missions such as soccer robots and rescue jobs because there are some dynamics 

obstacles which are moving in the space areas. In most of the approaches, the desired paths were generated by a higher 

level planner. In this paper, we apply fuzzy logic and Speeded Up Robust Features algorithms (SURF) vision algorithm 

to this planner level as well as fuzzy logic to the motion control level . The SURF has been proposed for real-time 

processing because the processing time is faster than other features techniques [9].  In [10], they proposed a distance 

propagating dynamic system and gets a real time collision-free motion planning. Yong Han combined the influence of 

obstacles velocity with the potential field function and gets a good result [11]. In this paper, we consider that the robot 

has no information about the environment and should avoid obstacles to approach its target position. The SURF will 

detect the target, robot, obstacles . Then, genetic algorithm will find the initial short path for the robot in order to reach its 

final destination. The fuzzy logic controller works on the map and has ability to detect any new obstacles in the path and 

build new path by using the sensors information. We simulate the algorithm on various complex and simple maps 

environments as well as tested on real environments. The robot was easily able to detect and escape from obstacles and 

reach the target in an optimal time. 
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Modeling of a mobile robot  

 
The posture vector P = [x, y, θ]

T
 and the translational and rotational velocity of the mobile robot V=[v, w]

T
 define with 

respect to the center of the robot. The kinematics given as : 
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where VR, VL are the right and left wheels velocities. θ is the robot angle w.r.t original coordinates. Fig. 1 shows the 
schematic diagram for the system components ( robot, obstacles, target). Where dob, α are the distance and orientation of 
the obstacle from the robot respectively. dt, β are the distance and angle between the robot and the target location, 
respectively.  

 
Figure 1.  Schematic diagram of the system components 

 

Computer Vision Algorithm 

 

In computer vision the image processing is used to find the image characteristics to recognize interest points. These 

features are ranging from points or edges to more complex structures such as ground robots. Such features can be used as 

references for several control systems and visual servoing tasks. The problem of tracking features can be solved with 

different approaches. The Harris corner detector is one of the most reliable interest point detectors. It is robustness to any 

rotation, image noise and illumination variation. However, it is very sensitive to changes in image scale and not suitable 

different sizes images [12]. Even though the Scale-Invariant Feature Transform ( SIFT) [13] is widely used in several 

applications, but it can't satisfy the real time requirements because it needs large amount of calculation time. However, 

SURF algorithm has an improvement in terms of speed. The SURF allows having good detection with scaled invariant, 

rotation invariant, and robust against noise. The first step of the algorithm is determining the keypoints based on the 

determinant value of the Hessian matrix and using the Haar-wavelet.  

Then, construct a distinctive features vector for each key-point by using a sliding orientation window around the 

keypoints and determine the dominant orientation. The last step is matching the features vectors of the image against 

those of the reference image. It uses a metric to compute the distance between the feature vectors depends on Euclidean 

distance. However, the SURF algorithm has outliers due to the Gaussian distribution. To filter the total set of matched 

points and eliminate erroneous matches the Random Sample Consensus RANSAC algorithm is used to discard the 

outliers from the set of matched points [14]. Fig.2 shows the SURF algorithm detect the ground robot and the obstacle. 
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Figure 2.  The SURF algorithm test 

Let us define I (x, y) is the image frame. The coordinates of the most left-bottom and the most right-top points are (0, 0) 
and (263,167), respectively. The pose (location and orientation) of the ground robot is Pr = (xr, yr, θr) and the obstacle 
pose is Pob = (xob, yob, α), and the target pose is Pt= (xt, yt, β) in the image plane. These locations and orientations are 
related to camera projection point in the image plane and it is not global localization. 
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Where, θr is the oruentation of the ground robot to the original axes.  α is the projection angle between the obstacle and 
robot in the image plane, β is the angle between the robot and the target in the projection image plane. Where dob is the 

distance between the robot and the obstacle in image plane. dt is the distance to the target. ob
r  and t

r  are the angle of 

the robot with respect to the obstacle and target  in image frame, respectively. We should not that all distances here are in 
pixels and in order to convert them to the metric distances we use pinhole projection point, so the distances in Eq. 6 and 
Eq. 7 are rewritten as the following.  

f

obdbH

obD


        (10) 

f

tdbH
tD


                    (11) 

Where,  Hb is the camera height in the environment. 
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Fuzzy Logic 

 
The overall system is shown in Fig. 3and it has three main steps. First, The SURF vision system that locates objects on 
the environment by the camera information which is mounted above the area. Second, the visual information will feed 
the fuzzy controller with data. The last step is the outputs of the fuzzy controller that provide the robot with the 
information of the velocities to act and reach the target. Since the action is represented as a number of sequential 
motions, the host computer sends each robot's left and right wheel velocities rather than higher linguistic commands.  
The fuzzy logic itself contains three blocks or three controller. The fuzzy destination controller, fuzzy avoid obstacles 
controller and fuzzy motion. Three of them work parallel in order to control the main behaviors of the robot. We should 
note that the avoid obstacles controller also has the ability to work with robot sensors. Therefore, any delay in vision 
system information the robot can detect the obstacles and change its orientation to avoid them. Fig. 4 illustrates the inputs 
and output membership functions. These membership functions were designed after simulations studied then they are 
optimized by using genetic algorithm in order to get better results. 

 
Figure 3.  The overall system 

  

  

 

Figure 4.  Membership Function: Distance to target, Angle to Target, Distance to Obstacle, Angle to Obstacle, and 

the output is Turn the robot 

Simulation and Experiment 

 
In order to test the algorithm, we had made a simulation by MATLAB. Every attempt was made to ensure that the 
simulation behaves in a way similar to actual robot. This would ensure that the algorithm can be easily deployed on a real 
robot in the next step of the project. All simulations were done on a 3.3GHz dual core system with 8 GB RAM. The 
image Map information in the simulation based on fuzzy edge detection in order to find the robot, goal and the obstacles. 
The simulation results based on static environment to test the fuzzy control. In all the cases the robot was initially facing 
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at the direction of the x-axis and not towards the goal. the physical quantities of the robot are: wheelbase (D) = 8 cm, 
wheel radius (r) = 4.0 cm, and the sampling interval (Ts) = 0.5 ms. Fig. 4 shows the simulation results. The robot was 
supposed to reach the goal from the source. The top left corner is the source and bottom left corner is the goal. The first 
test case was the obstacle avoidance test. Here we placed numerous small and big obstacles which were kept on the path 
of the robot. We observed that the robot was easily able to guide itself by avoiding obstacles towards the target. It could 
smoothly manage to overcome the numerous obstacles of all sizes and shapes that were on its way. The path traversed by 
the robot was quite optimal.  

 

 
A)  Angle between robot and target 

 

 
B) angle between robot and target 

 

 

 
C) angle between robot and target 

 

 
D) Distance to reach the target 

 

 

 
E) Distance to reach the target 

 

 

 
F) Distance to reach the target 

 
G) Map1 

 

 

 
H) Map2 

 

 
L) Map3 

 
M) Map4 

  

Figure 5.  The simulation results 

In order to verify the complete proposed system, some experiments were conducted. During these experiments the 
camera was at a certain height (1 meter). The experiment was done in lab, the background is 
very clear and there is not any disturbance except for the illumination variance. We assume that the ground robot is 
already in the view of the on-board camera. The ground robot and the obstacle would be identified and detected in the 
video sequence by the vision system. One obstacle was taken into account during these experiments. The related 
distances and orientations between the ground robot and the obstacle and the target are shown in in Fig.6 and Fig. 7. 
These initial tests were implemented to check the feasibility of the system and the results are quite good and show how 
the ground robot can navigate by using the visual information. Fig. 8 and Fig. 9 are the sequences images of the 
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experimental results for two environments. Fig. 8 illustrates how the ground robot behave when it detect another robot in 
the environment and drive away to avoid collision with this obstacle. Also, as it is clear in Fig. 9 the robot has ability also 
to turn away when it detects a static obstacle in its path. 

 

Figure 6.  The related distance dro. 

 

Figure 7.  The related oriented angle. 

 

Figure 8.  Dynamic Environment : robot and obstacle ( robot) 

 

Figure 9.  Static Environment: robot and static obstacle. 

Conclusion 

 
In this paper we have proposed a method to solve the problem of path planning using a combination of the genetic 
algorithm and Fuzzy Planning. In addition, the transformations from different coordinate frames have been formulated. 
The experiments results validate that the algorithm is not only able to help the ground robot navigates effectively, but 
also it improves the robustness and accuracy of the system. We tested the algorithm for various test cases. In all the test 
cases we observed that the algorithm was able to find the correct solution and navigate from start point to end point with 
avoiding obstacles. The solutions generated by the algorithm were often close to optimal. The Fuzzy Planner can run in a 
very dynamic environment and help the ground robot to be safe from colliding obstacles. Any change in the environment 
at any time can be easily adapted in real times. Simulation and experimental results showed the applicability of the 
proposed control scheme. 
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