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ABSTRACT
     The development in communication technology and the propagation of mobile devices, lightweight, with built-in, high-speed radio access in wireless are making wireless access to the Internet the popular situation rather than a wire line. Whereas, the growth of the wireless network with additional mobile devices in the UUM and increasing number of users led to slow wireless connection. Moreover, the uses of different web 2.0 application lead to the consumption more bandwidth. Therefore, understanding the behavior of traffic analysis helps us to develop, manage WLAN technology, and deploy. It help us to apply our workload analysis results to issues in wireless network deployment, such as capacity planning, and potential network optimizations, such as algorithms for load balancing across multiple Access Points (APs) in a wireless network. The trace composes of two parts: firstly, one that connects to the core switch in computer center which is connected with the distribution switches that link the Access Point (APs) with the wireless network at campus (Off-line Processing) , and secondly, another one for the measurement of bulk data transfers and interactive data exchange between two nodes in UUM library, which had been initiated at that time (On-line Processing). This thesis investigates the performance network and users’ behavior in UUM wireless network.
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1. INTRODUCTION
The development in communication technology and the widespread use of Mobile devices that are lightweight, compact, high speed radio access in wireless technology are increasingly popularizing wireless access to the Internet. WLAN runs on IEEE 802.11 technology and are catering to connectivity in various places such as, universities, companies, corporation, and even in public places such as shopping malls, airports, lounges, and libraries, etc.; in other words, where personnel spend a considerable amount of time outside of work and home. In Malaysia, most of connections to the networks depend on wireless network and most of these rely on free frequency 2.4 and 5GHZ. The environment in this is study on the University Utara Malaysia (UUM). A few areas of information technology are developing so rapidly as that of the current Wireless - LAN (WLAN). Always, new Wireless – Standards are adopted by the demands for ever increasing data throughout and greater range [1, 2]. In 2005, there  are ten completely new wireless technologies [3]. 

      The needs for security requirements, so far doesn't indicate  the signs of existence, and it is well known that wireless networking’s  update occurs most of the time and this includes the telecommunications field which in turn has many classifications or categories.  In the wireless networking industry environment, the manufacturers should follow regulations of the Institute of Electrical and Electronics Engineers (IEEE) and Federal Communications Commission (FCC). The expansion of the World Wide Web creates a heavier burden on the internet backbone because it had to get new technologies compatible with the regulations and meet the requirements for both. In order to be considered a Wireless producer or a marked competitor, a firm has to be familiar with requirements, and the responsibility entrusted to them, of the great challenges and convenience and flexibility of wireless location-independent connections. For that, LAN in networking became the focus of the users and manufacturers in term of flexibility, usability, bitrates throughput, frequency .etc. of performance factors, It became obligatory to reduce costs and increase efficiency to coincide with those challenges [4, 5].

     There are many standard enacted networks by IEEE of Wi-Fi like 802.11a, 802.11b, 802.11g, 802.11n, each of which is covered under the Wi-Fi family and each version has its own specification which distinguishes it from the rest of the  Wi-Fi family members [6].
      Because of the forthcoming introduction of the Wi-Fi, the present study analyzes the wireless traffic model and its statistical parameters and investigates the traffic patterns to determine the user's behavior like number of users, protocols mix, and applications traffics, etc, in wireless network of UUM campus using traffic recorded in duration of one week. The trace composes of two parts: firstly, one that connects to the core switch in computer center which is connected with the distribution switches that link the Access Point (APs) with the wireless network at campus, and secondly, another one for the measurement of bulk data transfers and interactive data exchange between two nodes in UUM library. With that information in hand, the impression will be certainly the best clue about this field whether most areas are updated day by day or maybe less than a day. The revolution of networks lead to wireless network system which became the most important category of networking for the following reasons; availability, flexibility, mobility, etc. There are many features and criteria to make a successful Wi-Fi application that has to be taken into consideration by the developer, administrators and users. Wireless network are classified as three different types such as fixed networks, mobile access networks and ad-hoc networks "wireless mesh networks”. The mobile access networks are divided into three types; circuit multiplexing (Global System for Mobile Communication (GSM) cellular networks), centralized statistical multiplexing (Code division multiple access (CDMA) cellular network). The earlier version of CDMA was Interim Standard (IS95) and is the first CDMA based digital cellular standard by Qualcomm. The brand name for IS-95 is CDMA One and known as TIA-EIA-95. The later generation is CDMA 2000 and 2- Wideband Code Division Multiple Access (WCDMA) IEEE 802.16 "WIMAX" networks [4, 7].
       The third type of mobile access network is distributed statistical multiplexing, while the example is IEEE 802.11 WLANs or Wi-Fi. It is also known as an ad-hoc network which consists of wireless internet and sensor network [4, 6]. As shows in figure 1.1.
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Figure 1.1:Wireless networks classification[6].
In this study, we will focus on characterizing of  wireless traffic based on performance network and users behavior in UUM wireless network (Wi-Fi). Therefore, understanding the behavior of traffic analysis helps us to develop, manage WLAN technology, and deploy. It help us to apply our workload analysis results to issues in wireless network deployment, such as capacity planning, and potential network optimizations, such as algorithms for load balancing across multiple Access Points (APs) in a wireless network. It help the team in computer center of UUM to carry out maintenance through the comprehension of usage patterns and students’ behavior. Analyzing wireless traffic is necessary to provide high quality wireless network services such as QoS management, traffic engineering, etc. The findings will assist in creating an effective model of network behavior as in reality; there is a lack of real characterization of user activity in a wireless setting.
        UUM provides Internet access for over 30,000 students and 6,000 staff members. Moreover, the campus is linked to the Internet through TM-ISP Internet provider. The data captures of nine buildings (Fakulti Teknologi Maklumat (FTM), Pusat Komputer (PK), Dewan Kuliah Gugusan (DKG), Pusat Konvensyen, Dewan Penginapan Pelajar (DPP), Executive Development Center (EDC), Fakulti Pengajian Antarabangsa dan Undang-Undang (FPAU), Sultanah Bahiyah Library, and Dewan Penginapan Pelajar Yagasan Al-Buqhari (DPP YAB)) of UUM wireless network only because the time is not enough to study all UUM wireless network. The wireless network in UUM is operating as switched network, which means that all the devices connect to UUM campus network is covered in the single subnet.  The network at UUM is linked to the Internet through a Cisco router. Tcpdump tool was used to capture the network activity from the Access Point (APs) and at the computer center. The computer center in UUM comprises varying high efficiency network devices including servers, firewall, wireless controllers, switches layer 2 and layer 3 and routers.
2. HIGHER INSTITUTION LEARNING OF NETWORK

       The analysis of network traffic and user behavior in different WLAN environments has been conducted by several studies [8-10]. Universities mostly use WLAN measurement [8-11]. This study also examines the WLAN traffic in the Universiti Utara Malaysia, by analyzing the traffic over a period of three weeks, whereby data is captured using three different techniques (i.e., tcpdump traces, wireshark traces and ntop).
      Tang and Baker’s [11] study on the Stanford University Computer Science Department building was one of the pioneering studies on this issue . The researchers carried out an examination of the wired monitoring traces and the SNMP logs to try to analyze a twelve-week trace of a WLAN. In the public area wireless network, Balachandran et al, [9]  successfully collected the traces collected. The usage of the WLAN at the Saskatchewan University Campus was presented in [8]. The campus consists of 40 buildings encompassing public spaces (i.e., lounges, libraries, coffee shop, etc.), classrooms, laboratories and offices. Traffic trace was collected for a week, from in January 2003 by using Ether Peek, (software package allowing the recording of MAC addresses and traffic load information.\

       MAC addresses were matched with the authentication logs obtained from each of the 18 APs of the campus. In total, 134 unique users connected to the network. Individual users visited at most 8 different APs. Data recorded over three days at the ACM SIGCOMM 2001 conference were analyzed in [9] , the authors focused on modeling individual user bandwidth requirements and traffic loads on individual APs. They found that users distributed evenly across all APs.
The analysis of the Dartmouth College wireless network by Kotz and Essien [13] is most relevant to campus-wide networks. The wireless network in Dartmouth College consists of 476 APs offers covering in 161 buildings catering to 2000 users. The Dartmouth study used a combination of three forms of trace collecting: SNMP polling, packet header recording, and event-triggered log messages. The results show that network activity demonstrates clear patterns as follows: about fifty percent of the users were active on a typical day, and about one third of this number was mobile. It also illustrated a typical student’s pattern of activity, whereby there was lower activity on Fridays and Saturdays, and accelerated activity on Sundays.

       It is difficult to generalize the results in these works because of the low number of users observed (e.g., 74, 134 and 195, respectively). Besides, knowledge of the tracing may have upset user behavior in [11]. This study also indicates that no effort was made to ensure that the three weeks of analysis was representative of overall usage patterns. Results in [9] are very specific to the conference settings. Hutchins et al. analyzed the WLAN at the Georgia Tech Campus over five months [14] .They extracted information about user behavior from the authentication logs at the firewall. The results present a strong diurnal cycle with peaks in the afternoon and higher activity during working days. They also collected mobility data through SNMP polling of AP association tables: 35% were static users, and 13% moved within one building, while the rest moved within the eighteen buildings of the campus. 

In 2004, they revisited the WLAN [15] and found that, despite a drastic increase in traffic, users were mainly non-mobile. Similar user patterns were found in a corporate network from July 20 to August 17, 2002 [16]. Despite mobility results report higher mobility than on university campuses, users still spend a large fraction of time at one location. The results regarding the daily and weekly trends are similar to those observed on university campuses.

          By studying multiple traces from different environments collected at different times, Hsu and Helmy [17] found that most traces display similar trends, but the details differ due to differences in population, environment, time and methodologies of trace collection. Their findings show that unrealistic assumptions are often undertaken in user modeling and computer simulation. One of the major problems for researchers who investigate the association patterns and session lengths of real WLAN users is the ability to separate from the traces those continuous associations and disassociations of the same user with several APs (the ping pong effect) because they can affect the correct interpretation of associations patterns. This problem has been addressed in many studies [8, 9, 18]. Our study investigates the usage patterns and performance for three weeks of the UUM WLAN.
3.  METHODOLOGY
In this section, we first describe the network phase configuration of the wireless network from which we collected our  wireless data, and then the evalution phase of the wireless network for describe our methodology for analysis wireless data, presentation performance metrics, and interpretation.
3.1 NETWORK ENVIRONMENT
The wireless network in UUM operated as a switched network during data collection of the study implying that the University’s Internet center was using a single subnet. 

The UUM network links to the Internet by a Cisco router and it is made of a virtual network existing on a particular subnet distinct from the campus. The wireless network comprises of a total of four controller models including two Cisco Wireless Controller Model 4404 and two Aruba Wireless Controller models 6000 that are linked to the Core multilayer switch in the computer center. All the Access Points (APs) in FTM, PK, DKG, Pusat Konvernsyen, DPP, EDC, FPAU, Sultanah Bahiyah Library, and DPPYAB of UUM totaling around 91 APs are managed by the Cisco wireless controller Model 4404. The distribution of these APs on nine buildings and another places of UUM is: 6 APs in Bank Muamalat, 13 APs in Bukit Kachi, 9 APs in FWB/FPAU, 7 APs in PKP, 4 APs in DPP EON, 6 APs in Pusat Konvensyen, 2 APs in Bendahari, 3-5 APs in Rack A (perpustakan) /library, 2 APs in Rack A FPSM, 1 AP in PPE, 2 APs in DKG1, 2 APs in DKG2, 2 APs in DKG3, 11 APs in FTM, 4 APs in FPP/FSK, 3 APs FSKP/FKBM, 6 APs in Fakulti Ekonomi, 1 AP in Pusat KoK, 1 AP in Bilik PPSM, 3 APs in FPK, and 1 APs in UUMKL.

Additionally, every building within the campus has APs linked with a multilayer Switch and these switches are linked to the Core switch in the Computer Center. The process can be described as – the wireless devices have packets sent to and from them and these packets travel on the same network as the UUM general traffic. Upon connection, the wireless devices are provided with IP addresses through a DHCP server upon which the wireless traffic is shifted to the UUM router. This is in turn shifted to the internet and it returns to the campus network in the normal subnet. Hence, users who are using unauthorized wireless are blocked from linking to the UUM servers and internet in a direct manner.

3.2 CAPTURE WIRELESS DATA
The wireless sniffer captures the first one thousand bytes of 802. 11 frames and it proceeds to record the complete view (PHY/MAC/LLC/IP/Above-IP information) with the header containing useful PHY information like MAC Time, RSSI, SQ, Signal Strength, Noise, Signal Noise Ratio, and data rate. The entire information of signal and noise are placed in manufacture-specific units although they can also be utilized for comparisons [44]. The present study attempts to capture the IEEE 802. 11 MAC frame structure which contains fields including, protocol version, frame type (management, data and control), Duration for Network Allocation Vector (NAV) calculation, BSS Id, Source and Destination MAC addresses, fragment, and sequence number etc [60].  Moreover it gathers information that is unprocessed depending upon the data utilization from the operational network.
Table 1 summarizes the high level characteristics of the trace.We collected was a tcpdump trace of the network levelheaders of the packets passing through the Cisco Catalyst 6509 switch for the duration of the capture (One hour daily (11:00 until 12:00 AM) for one week). We anonymized sensitive information like sender and receiver IP addresses to protect user privacy, and discarded all packet payloads. We analyzed the trace using Tcpstat tool is utilized for the classification of the packets into different kinds and to appropriate statistics for each type. In the same step, several options can be made,  wireshark is utilized in the investigation of the user behavior -the investigates the traffic applications in an in-depth way involving different uses to web 2.0 applications and performs its distribution – these applications include facebook, youtube, google and others. Moreover, it facilitates the investigation into the usage pattern of protocols in applications such as, HTTP, FTP, SMTP, TELNET, and DNS and protocols present in the transport layer such as, TCP, UDP and others, and ntop tool.
	Attribute
	Values

	The number of APs
	91 APs

	Number of building
	9 buildings

	Period of capture
	One hour daily for one week

	The maximum authenticate users at an APs per second
	477

	Total of authenticate user's during the week per second
	2039

	Average of authenticate user's during the week per second
	407.8

	Average number of Packets per second of trace.
	486510.44



	Peak throughput at an AP with 32768 packet size
	10^6bits/sec

2.48 Mbps

	Total of captured data
	636 GB


Table 1: Overall statistics for the trace.
3.3 ANALYSIS WIRELESS DATA
      Analysis wireless network is also referred to many terms including protocol analysis, sniffing, packet analysis, traffic analysis, eavesdropping and many other terms. It is described as the operation of gathering network traffic and conducting tests regarding its limitation and of determining what happens in the wireless network. A network analyzer basically decodes the data packets of common protocols and presents the network traffic in a format that is understandable.  The analysis of wireless data of UUM wireless network involves the following steps:
· Following the capture of wireless traffic through the use of Tcpdump, a file is created; for instance, rawdata.cap or rawdata.dmp, and packets are stored continuously.
· The Tcpstat tool is utilized for the classification of the packets into different kinds and to appropriate statistics for each type. In the same step, several options can be made.
· The following can be measures: the number of ARP packets, the average packet size, the number of byte per second, the number of bits per second, the number of ICMP and ICMPv6 packet, the greatest packet size, the smallest packet size, the number of bytes, the number of packets, and the number of packets for every second. 

· The transport layer protocols can be investigated to know the number of TCP packets and the number of UDP packets.

· The throughput and the load can be measured. 
· Make use of Netperf in the measurement of the present throughput between two particular hosts on library’s wireless network through the active testing and the measurement of bulk data transference and interactive data exchange as well as latency between them.
· The wireshark tool is utilized in the investigation of the user behavior -the investigates the traffic applications in an in-depth way involving different uses to web 2.0 applications and performs its distribution – these applications include facebook, youtube, google and others. Moreover, it facilitates the  investigation into the usage pattern of protocols in applications such as, HTTP, FTP, SMTP, TELNET, and DNS and protocols present in the transport layer such as, TCP, UDP and others.
3.4 PRESENTATION PERFORMANCE AND INTERPRETATION
Following the completion of the analysis, graphs and charts are required to present the performance metrics for visual use [21]. These graphs and charts should be clear and to the point as the interpretation of the meaning of the data presented is the ultimate goal of the performance practice [22].  In the present study, the Gnuplot tool is used to present the analysis of traffics and the performance. The throughput, load, and latency are been described in the results section.
4. USER BEHAVIOR
In this section, we analyze the basic characteristics of user behavior in the UUM wireless. For analyses involving collected the captured data from 91 APs distributed on 9 buildings in UUM campus, one week after the mid of semester break. Trace collection started on Sunday, April 15, 2012 at 11:00 am local time. Each packet sent from and to the wireless network was mirrored to our trace gathering computer. Wireshark analyzed each packet individually and recorded information such as the date, time, origin, destination, and protocol. Trace collection stopped at the weekend on Thursday, April 19 at 12:00 pm. 
The data captured consisted of aggregate packets level statistics of all traffic through the APs from nine buildings of UUM wireless network, including the information at network layer, transport layer, application layer, and application traffic. 
Whenever the study reach 100 bytes data captured, therefore, it receive the packets but can't it go dig deep to application traffic only at application layer protocols. So, the study increased the captured data to 1000 bytes. As a result, the study has characterized the wireless traffic in terms of the number of packets per second. Figure 1 shows the traffic over the entire length of the trace. The traffic level rises each day at around 11:00 am and remains high until the lunch time, and after that the traffic level is not stable.
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Figure 1: shows the traffic over the entire length of the trace.
4.1 USER DISTRIBUTION ACROSS APs
       First the study characterizes the distributions of users associated with APs. Through this investigation the study concludes that the amount of data sometime depends on the number of users. But the number of users are vary from one day to another depending on the lecture time, the opening time of the library during the week and another halls of the campus, and the type of work in this buildings of UUM wireless network. The number of active APs is also varying every day. Figure 2 shows the number of authorized users and number of active APs within data collection days.
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Figure 2: shows the number of users and active APs
This study noticed that the number of users on Tuesday (477 users/s) of that week were the highest rate of users, but  it observed that some of the users connected to the Internet without using it or without doing anything. Moreover, the study also observed the other characterizations of data and the wireless controller. This pattern reflects expected network performance were users socializing and enjoying refreshments during connected sessions. The study observed that the users' distribution follows the same pattern at all APs.
4.2 DAILY TRAFFIC PATTERN
Figure 3 shows high traffics per second at all APs during the week. The study noticed variations from the average of packets every day adopted on the number of user with the type of data, though there are users connect to the Internet during the lecture time. Several distinctive features can be observed; the average packets was a little bit lower on Monday (333 users) and the reason behind that was the usage pattern of data and the type of data, although some of the students connect to the Internet only to check mails. The average is starting to increase again after Monday till it reaches the highest rate on Thursday. In addition, the researcher observed the number of users on Tuesday reached up to 477 users but the average packet didn't increase because  of some students connect with the Internet without using it or because of the signal weakness.
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Figure 3: High traffic Access Points/sec.

Figure 4 shows the high lose of bandwidth during the week days starting of Thursday (23 %), Monday (22%), Tuesday (20%), Sunday (17%), and Wednesday (18%). This means that the bit rate and lose overall the bandwidth are increase on Thursday because the max packets size is high and the number of users is 429. The lose bandwidth on Monday is also high (22% and 333 users) because there are a lot of lectures. On Tuesday, the percent of lose bandwidth (20%) is not high although the number of users is 477, this could be because some users are not directly related to the packet rate. The difference between Thursday and other days could be attributed to the difference in the usage patterns of our students. It could also be due to poor signal strength or high levels of interference in the UUM Buildings causing repeated disconnections and reconnections. Figure 5 shows the low lose bandwidth during week days, where the observation is equal for all days of week.
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Figure 4: The high lose bandwidth during the week days.
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Figure 5: The low lose bandwidth during the week days.

Popular public areas for socializing and studying such as DKG halls (student centre), the learning commons in the main library and a lounge outside it, and the computer labs for undergraduate and postgraduate students were used on every day of the trace. FTM, another student computing laboratory, situated in the classroom wing near large computer labs. While some other buildings appeared to be a logical place to install wireless access, but because of the lack of any non-classroom tables and chairs that allow laptop users to comfortably connect while they are not in classes, causing the minimal usage observed.
      Figure 6 shows the packet lengths during the week days. The study observes that the length is very high (80-159) to all days of week. This means when the researcher is starting with the length 100 bytes to capture, a lot of packet the researcher will lose. The difference between lengths 80-159 and other lengths could be attributed to the difference in the usage patterns of our students. It could also be due to poor signal strength or high levels of interference in the buildings causing repeated disconnections and reconnections. Also this means that more bandwidth is consumed during the lengths 80-159 of UUM wireless network.
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Figure 6: The Average packet lengths during the week days.
    Figure 7 shows the rate for the packet length. The study notices that the rate on Sunday is high. This means that the users are dealing with more lengths of packets so that the average size of the packet will increase on Sunday. This also leads to increase the load on the wireless network with increase the throughput and lose bandwidth. But the rate on Monday is low (13%) because the number of users is few, only 333 and this means the use for applications that need high lengths like the YouTube and so on also few. In additional, the study notices that the rate on Thursday is high because the number of users about 429 users and few lectures in weekend so that the students are using the web 2.0 most of the time like the youtube , facebook, twitter , and skype. 
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Figure 7: The rates for packet length to each day of week.
But the rate on Tuesday and Wednesday is equal although of the number of user on Tuesday is 477 and number of user on Wednesday is 429. This means that some of students' connection is not directly related to the packet rate or they may connect without any interactive.
4.3 AVERAGE PACKET SIZE VS. STANDARD DEVIATION OF THE SIZE OF EACH PACKET
Figure 8 compares the average packet size of every day of the week to the standard deviation size of each packet
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Figure 8: Average packet size vs. Standard deviation of size of packet.
The Figure 8 above shows that the samples are near to the reality, where the study notes the different values ​​of the standard deviation of the average, this depends on its size and the type of data. Wherever the standard deviation is close to the average, this denotes that the sample is closer to reality.
4.4 TRAFFIC VS. NUMBER OF AUTHENTICATE USERS
Figure 9 compares between the number of authenticate users (a) at all access points and the  total number of packets per second (b); send to and from users authenticated at all access points over the week of the captured.
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Figure 9: Number of authenticated users/s (a).
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Figure 9: Total number of Packets/s (b).
Although the access points on Tuesday generated the most authentications, the average number of packets associated with each of those authentications is lower than the number of users. This means that some of authentications users are not directly related to the packet rate. The access points on Monday generated most average number of packets associated with each of those authentications, the number of authentications users at all access point is much lower than the number of packets. This means that the number of authentications is directly related to the packet rate and the type of data is different.  The difference between Tuesday traffic and other traffic could be attributed to a difference in the usage patterns of our students. It could also be due to poor signal strength or high levels of interference in the Buildings of UUM campus causing repeated disconnections and reconnections.
4.5 BULK DATA TRANSFAR AND INTERACTIVE DATA EXCHANGE

     The bulk data transfer model is utilized in the measurement of the bandwidth or the effective throughput that the wireless network has between the transmitter and the receiving hosts. In the UUM wireless network, the netperf tool is used by the present study to measure the bulk data transfer between two computers. We choses the library for the measurement of the bulk data as it presents the place where students congregate and it is the considered scope of the study. For the measurement of bulk data transfer and interactive data, the server with IP Address 10.6.3.54 is placed in level five of the library and the client’s IP Address is placed as 10.19.82.180.161, 10, 19, 82, 187 and 10, 19, 69, 176 in the level four of the library. The study then initiated the measurement of the bulk data transfer and the interactive data existing between them. While carrying out this process, the researcher is faced by many challenges including system interruption, between the two and poor signals of the Internet in some areas of the library. Thus, either TCP or UDB can be utilized for this purpose. The examination assists in knowing the performance between the two notes for comparison and to provide knowledge regarding the bandwidth amount, the effective throughput and the latency in the wireless network of UUM. For the purpose of the present study, the researcher is required to employ two programs on the server and client or the netperf and netserver. Therefore, the researcher enabled data flow from the server to the client and vice versa.

	Action
	TCP Stream
	UDP Stream
	TCP Request-

Response
	TCP Connect- Close
	TCP Connect-Request-Response
	UDP Request-Response

	Recv. Socket Size bytes
	87380
	114688
	-
	-
	-
	-

	Local Socket Send bytes
	-
	-
	16384

16384
	16384

16384
	16384

16384
	114688

114688

	Send Socket Size bytes
	16384
	114688
	-
	-
	-
	-

	Remote Size Recv. bytes
	-
	-
	87380

87380
	87380

87380
	87380

87380
	114688

114688

	Send Message Size bytes
	1024
	1024
	-
	-
	-
	-

	Request Size bytes
	-
	-
	1
	1
	1
	1

	Response Size bytes
	-
	-
	1
	1
	1
	1

	Latency Time Secs.
	10.44
	10.00

10.00
	10.00
	10.00
	10.00
	10.00

	Message Okay #
	-
	4787

3053
	-
	-
	-
	-

	Error #
	-
	0
	-
	-
	-
	-

	Throughput 10^6 bits/sec
	0.12
	3.92

2.50
	-
	-
	-
	-

	Trans. Rate Per Secs.
	-
	-
	62.60
	48.50
	4.20
	0.40


  Table2: The bulk data transfer between the two nodes.
Table 2 explain the positive/online dealing with the wireless through sending the data between two nodes to measure the latency, throughput, and transactions are not suitable in UDP-STREAM because the researchers sent 4787 messages and received 3053 messages. This means that 1734 messages did not make it at all the way to the remote netserver process; moreover, the latency time is not good. The TCP-STREAM is consider adequate when the researcher send message size 1024 bytes, where was latency 10.44 sec and throughput is 0.12 (10^6bits/sec). The transaction to TCP Request/Response is not suitable because the rate is 62.60 sec to send one byte. The transaction to TCP Connect/Close is not good. The UDP Request/Response is not good because the transaction is          

0.40 sec and latency is 10.00 to response one byte. Finally, some buildings in UUM need to add more APs, like    library, FTM, and EDC. Also, some buildings need to provide comfortable places for students and add more chairs in APs places.
4.6 THROUGHPUT VS.  LOAD
 Figure 10 shows the comparison between the throughput (a)  and the load (b)  in UUM wireless network during one week and by take sample between 11:00 am-12:00 pm every day. As a result, the study observes that the throughput on Sunday arrives (24%). This means that the load will increase. Moreover, this indicates that there are much of data sent during Sunday because the number of users is 400, and also this is the first day of week where there are a lot of lectures and the use of Internet to make online reservation of library.   But the study observes low rate on Monday (13%). This means a lot of students may use wireless connection but without doing any action and some time the connection is not directly related to the packet rate. Therefore, the load decreased during that day.

Figure 10 (b)  shows that the loads during Tuesday and Wednesday are close, although the number of users on Tuesday is 477 users and the number of users on Wednesday is 400. This means that there are number of users are not directly related to packet rate, or because of the weakness of the signals when the user is connecting to the Internet. Meanwhile, the connection is recorded in the wireless controller as current user but without any affect.
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Figure 10: Throughput (kbps) (a).
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Figure 10: Load (b).
4.7 USER APPLICATION POPULARITY
     In this section reports the analysis of the packet header traffic. Figures 11a shows the classification of user traffic on Sunday, Monday, Tuesday, Wednesday, and Thursday.
Figure 11a shows the top protocols responsible for the traffic . It is cleared that most traffic is generated by UDP 51%; this means that a lot of bandwidth is consumed on week by UDP. The remaining of the traffics is accounted by TCP 30% and  ARP 18%. We see some IPv6, ICMP, ICMP v6, IP v6, and IPX traffics, although it accounted for less than 1% of the total bytes transferred. In terms of flow count, the traffic is again dominated by TCP and UDP flows (81%) followed by ARP (18%).

[image: image14.png]1800000

1600000

1400000

1200000 mSunday

1000000 = Monday
800000 M Tuesday
600000 m Wednesday
400000 m Thursday

200000

0
TCP  UDP ICMP ICMP IPV6  IPX ARP
'





Figure 11a: The classification of user traffic by IP protocol.
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Figure 11b: The classification of user traffic by IP Application.
In Figure 11b, we can see that web browsing (HTTP) is by far the most popular application, contributing 82% of the total bytes transferred, followed by Domain Name System (DNS) (16%) and the IGMP (1%). We also see some FTP, SMTP, PPP, SSH, Telnet and X11 traffics, although it accounted for less than 1% of the total bytes transferred.
5. FUTURE WORK
     The vision of our hope is that others will perform future studies of user behavior and network performance in similar and different wireless networks so that general characteristics and trends can be identified over time. The study also suggests other researchers to study the wireless in all buildings of UUM. In addition, this study would like to further study the geographic patterns of mobility. Seemingly, the majority users have regular habits as they move from their dorm to the class to the dining halls. The study was unable to distinguish between the users or types of users (students, faculty, and staff). It may be possible to infer the type of users from their behavior (for example, students are seen frequently in dorms), or to use clustering techniques. The study was also unable to distinguish the mobile host hardware (PDA, laptop, or desktop) or operating system, but for those seen in a tcpdump trace the study may be able to learn something from the protocols they use. Thus, the study suggests for future researchers to distinguish between mobile host hardware.
6.  DISCUSSION
     The observation of this study is that the users distributed across all APs and user arrivals are correlated in various times and space. This is a direct consequence of the UUM wireless setting. The number of authenticated users sometimes depends on the time of lectures. On Tuesday, for example, the researcher observed that the number of users is reaching too high level.  This means that most of the students do not have lectures in that day, which means that most of them are connecting to the Internet. Also the numbers of users are sometimes depends on the comfortable place and the number of chairs because some of buildings have APs but they do not have the best place to connect to the Internet. 
     The traffic over the entire length of the trace is somehow good although the traffic is decreased during the Wednesday. The number of active APs is not stable during the week per second. This means that some of users will lose their Internet connection if the AP stops transmission. The rate of losing bandwidth depends on the number of traffic and the packet length. For example, the length of packet (80-159) consumes most of the bandwidth in UUM wirelesses. The low lose of the bandwidth is the same in all days per second.  The bandwidth distribution across APs is highly uneven and does not directly correlate to the number of users at APs. Rather, the load at APs is determined more by individual user workload behavior. The rate for packet length reaches high level on Sunday although the loss bandwidth is low. This means that the students deal with a lot of usage pattern.  
Not surprisingly, the offered load on the network directly correlates with increase throughput. It is highest during the Sunday and lowest during the Monday. But some time the increase of the load does not affect on the throughput. The positive dealing with the wireless through sending the data between two nodes to measure the latency, throughput, and transactions are not suitable in UDP-STREAM because the researcher sent 4787 messages and received 3053 messages. The TCP-STREAM is consider adequate when the researcher send message size 1024 bytes, where was latency 10.44 sec and throughput is 0.12 (10^6bits/sec). The transaction to TCP Request/Response is not suitable because the rate is 62.60 sec to send one byte. The transaction to TCP Connect/Close is not good. The UDP Request/Response is not good because the transaction is 0.40 sec and latency is 10.00 to response one byte.

   In the top protocols, the study notes that the UDP protocol has the highest level during the week days followed by the TCP. While in the application protocol, HTTP protocol arrives to a high level during the week days, then the DNS protocol. This means that high consumption of the bandwidth by the UDP protocol, then TCP in the top protocols, and high consumption of the bandwidth by HTTP and DNS in the application protocols.
7. CONCLUSION
In this paper we have the opportunity to introduce an investigation about the performance and users' behavior to UUM wireless network. Unlike previous studies of wireless networks, our traffics were captured of wireless controller in a computer center, where the researcher captured the first 1000 bytes of the packet for security reasons only.  Our centralized network design made this study possible and more adequate as well as reduced the error-free traffic comparing with those analyzed in previous projects. The goal of our analysis is to determine where, when, how much, and for what our campus wireless network is being used.
Reviewing previous studies,  there is no investigating performance of network such as throughput, load, and latency in UUM wireless data networks by performing real measurement as well as there is  no study on users' behavior which focused on  the Internet traffic analysis. Studying the performance and users' behavior of UUM wireless network help us to know where the loss of bandwidth, network load, throughput, and end to end latency that will make detection of bottle-neck area easier on the communication network, assist us in building the capacity of the network, and evaluate if the wireless network on campus needs to improve the service in order to increase the amount of subscription. 
In addition, understanding the behavior of traffic analysis helps us to develop, manage WLAN technology, and also to apply our workload analysis results on issues in wireless network deployment such as capacity planning, and potential network optimizations such as algorithms for load balancing across multiple Access Points (APs) in a UUM wireless network.Consequently, our hope is that others will perform future studies of user behavior and network performance in similar and different wireless networks so that general characteristics and trends can be identified over time.
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